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Outline

‣ Innate behaviours in humans 
‣ Are emotions Pavlovian responses? 

• Theories of emotions 
‣ Disorders of emotion
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Go Nogo

Rewarded

Avoids loss

Affective go / nogo task

Guitart-Masip, Huys et al. 2012
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Models

Guitart et al., 2012 J Neurosci

‣ Basic
pt(a|s) / Qt(s, a)

Qt+1(s, a) = Qt(s, a) + ↵(rt �Qt(s, a))
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‣ Basic + bias
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‣ Basic + bias + Pavlovian influence
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Model comparison: overfitting?
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Top-down control
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Pavlovian-Instrumental transfer

2.3 Analysis 2 METHODS

FIGURE 1: Task description. A: Instrumental training. Subjects started each trial by clicking inside a
central square. In the approach block, subjects were told they were collecting mushrooms in the
woods. They chose whether to move the cursor towards the mushroom (instrumental stimulus) and
click inside the blue frame onto the mushroom (approach go) to collect it, or not emit a response
(approach nogo). In withdrawal trials (bottom), they were told they were at home and had to
throw away or not throw away certain mushrooms from their basket. They now moved the cursor
away from the mushroom and clicked in the empty blue frame to throw it away (withdrawal go)
or did nothing to keep it (withdrawal nogo). Outcomes (±20 cents) were presented immediately
after go actions, or after a timeout period of 1.5 seconds had elapsed to define a nogo action. B:
Pavlovian training. Subjects passively viewed fractal stimuli and heard auditory tones, followed
after 1s by wins and losses of -100, -10, 0, 10 or 100 cents for the best (henceforth labelled as
++), good (+), neutral (0), bad (−) and worst (−−) audiovisual Pavlovian CSs respectively. Tone
frequency increased or decreased with CS value (counterbalanced). C: On Pavlovian query trials,
administered on every fifth trial during throughout the Pavlovian training, subjects chose between
two Pavlovian stimuli. No outcome was presented, but subjects were told that the choices on these
trials counted, with their wins or losses added to the total provided at the end of the experiment.
D: Pavlovian-instrumental transfer. Subjects responded to mushrooms (instrumental stimuli) with
fractals (Pavlovian CSs) tiling the background of the display and with the tone corresponding to
the fractal playing. Again, no outcome was presented, but subjects were instructed to continue
performing the instrumental task and that their choices counted towards the final total. No explicit
instruction about the contribution of Pavlovian stimuli towards the final total was given.

4
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At group level PIT is stronger in patients

Garbusow et al., 2016

Figure3
Click here to download high resolution image
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NAcc PIT in relapsers only

Garbusow et al., 2016

Figure4
Click here to download high resolution image
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PIT in at-risk young males

Garbusow et al.,  submitted

PIT	in	young	social	alcohol	drinkers	 Garbusow	et	al.	
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performance	did	not	differ	significantly	between	the	groups	(p	=	.55).	For	PIT	effect	of	

the	whole	group	see	supplementary	figure	S1.		

The	individual	strength	of	the	PIT	effect	was	positively	associated	with	trait	impulsivity	

as	measured	by	the	SURPS	impulsivity	subscale	(ρ	=	0.23,	p	=	.0014,	n	=	189,	Bonferroni	

correctable	for	multiple	testing	[four	SURPS	subscales	and	four	further	scales,	threshold	

for	p	=	.006).	The	other	three	SURPS	subscales	and	four	variables	that	were	increased	in	

high-risk	drinkers	(severity	of	alcohol	dependence,	smoking	status,	craving	and	lifetime	

alcohol	intake)	were	not	significantly	associated	with	the	strength	of	the	PIT	effect.		

	

Figure	3.	PIT	effect	in	low-	versus	high	risk	drinkers.	A:	Number	of	button	presses	for	each	
Pavlovian	background	condition.	The	PIT	effect	is	stronger	in	high-risk	drinkers	(as	indicated	by	a	
steeper	group	regression	slope).	B:	Stronger	individual	PIT	effects	(individual	regression	slopes)	in	
high-	versus	low-risk	drinkers.	C:	Positive	correlation	between	impulsivity	(measured	with	the	
SURPS)	and	the	individual	PIT	slope,	which	was	significant	in	both	groups	(ρ	=	.22-	.23,	ps<.05).	
Error	bars	reflect	standard	errors	of	the	mean.	

	

Imaging	results	

The	ROI	analysis	(encompassing	bilateral	amygdalae	and	NAcc)	for	the	whole	sample	

revealed	a	significant	PIT-related	activation	only	in	the	right	amygdala	(t(137)	=	3.25,	

pSVC	=	.04,	x	=	26,	y	=	-6,	z	=	-12,	see	figure	4	A),	which	could	not	be	explained	by	a	pure	



Quentin HuysHuman emotions SWC

PIT in at-risk young males

Garbusow et al.,  submitted

PIT	in	young	social	alcohol	drinkers	 Garbusow	et	al.	
	

18	
	

performance	did	not	differ	significantly	between	the	groups	(p	=	.55).	For	PIT	effect	of	

the	whole	group	see	supplementary	figure	S1.		

The	individual	strength	of	the	PIT	effect	was	positively	associated	with	trait	impulsivity	

as	measured	by	the	SURPS	impulsivity	subscale	(ρ	=	0.23,	p	=	.0014,	n	=	189,	Bonferroni	

correctable	for	multiple	testing	[four	SURPS	subscales	and	four	further	scales,	threshold	

for	p	=	.006).	The	other	three	SURPS	subscales	and	four	variables	that	were	increased	in	

high-risk	drinkers	(severity	of	alcohol	dependence,	smoking	status,	craving	and	lifetime	

alcohol	intake)	were	not	significantly	associated	with	the	strength	of	the	PIT	effect.		

	

Figure	3.	PIT	effect	in	low-	versus	high	risk	drinkers.	A:	Number	of	button	presses	for	each	
Pavlovian	background	condition.	The	PIT	effect	is	stronger	in	high-risk	drinkers	(as	indicated	by	a	
steeper	group	regression	slope).	B:	Stronger	individual	PIT	effects	(individual	regression	slopes)	in	
high-	versus	low-risk	drinkers.	C:	Positive	correlation	between	impulsivity	(measured	with	the	
SURPS)	and	the	individual	PIT	slope,	which	was	significant	in	both	groups	(ρ	=	.22-	.23,	ps<.05).	
Error	bars	reflect	standard	errors	of	the	mean.	

	

Imaging	results	

The	ROI	analysis	(encompassing	bilateral	amygdalae	and	NAcc)	for	the	whole	sample	

revealed	a	significant	PIT-related	activation	only	in	the	right	amygdala	(t(137)	=	3.25,	

pSVC	=	.04,	x	=	26,	y	=	-6,	z	=	-12,	see	figure	4	A),	which	could	not	be	explained	by	a	pure	

PIT	in	young	social	alcohol	drinkers	 Garbusow	et	al.	
	

19	
	

CS	effect	(see	supplementary	figure	S2).	Extraction	of	the	mean	β-values	within	this	

region	for	illustrative	purpose	shows	a	positive	correlation	with	the	behavioral	PIT	

effect	(ρ	=	0.18,	p	=	.034,	n	=	139).	This	correlation	was	driven	by	the	high-risk	(ρ	=	0.25,	

p	=	.035,	n	=	70)	but	not	the	low-risk	drinking	group	(p	>	.05,	n	=	69,	see	figure	4B).		

There	were	no	significant	activations	even	when	testing	on	a	voxel	wise	level	in	the	

NAcc.	For	exploratory	whole	brain	analyses	at	p	<	.001	and	k	=	10	see	supplementary	

table	S5.	

	

Figure	4.	A:	Neural	PIT	effect	in	the	right	amygdala	for	the	whole	group	(n=139).	For	illustrational	
purposes	this	effect	was	masked	for	the	bilateral	amygdala	(ROI	derived	from	WFU-Pick	atlas).	B:	
The	PIT-related	activation	in	the	right	amygdala	positively	correlated	with	the	behavioral	PIT	
effect	(individual	regression	slope),	that	was	significant	for	high-	but	not	for	low	risk	drinkers.	
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Addictive Pavlovian values

Flagel et al., 2011 Nature, Huys et al., 2014 Prog. Neurobiol.
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DA-dependent learning in STs

Flagel et al., 2011 Nature

dopamine release in the nucleus accumbens (see Fig. 3), differ in
whether they are prone to learn a sign-tracking or goal-tracking CR,
but they still develop patterns of dopamine release specific to that CR.
Therefore, it appears that different mechanisms control basal dopa-
mine neurotransmission versus the unique pattern of dopamine
responsiveness to a reward cue.

The neural mechanisms underlying sign- and goal-tracking beha-
viour remain to be elucidated. Here we have shown that stimulus–
reward associations that produce different CRs are mediated by
different neural circuitry. Previous research using site-specific dopa-
mine antagonism21 and dopamine-specific lesions22 indicated that
dopamine acts in the nucleus accumbens core to support the learning
and performance of sign-tracking behaviour. This work demonstrates
that dopamine-encoded prediction-error signals are indeed present in
the nucleus accumbens of sign-trackers, but not in the nucleus accum-
bens of goal-trackers. Although these neurochemical data alone do not
rule out the possibility that prediction-error signals are present in other
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Figure 3 | Conditional responses and phasic dopamine signalling in
response to CS and US presentation in outbred rats. Phasic dopamine release
was recorded in the core of the nucleus accumbens using FSCV across six days
of training. a, b, Behaviour directed towards the lever-CS (sign-tracking)
(a) and behaviour directed towards the food-tray (goal-tracking) (b) during
conditioning. Learning was evident in both groups because there was a
significant effect of session both for rats that learned a sign-tracking response
(n 5 6; session effect on lever contacts: F(5,25) 5 11.85, P 5 0.0001) and for rats
that learned a goal-tracking response (n 5 5; session effect on food-receptacle
contacts: F(5,20) 5 3.09, P 5 0.03). c, e, Change in dopamine concentration
(mean 1 s.e.m.) in response to CS and US presentation for each session of
conditioning. d, f, Change in peak amplitude (mean 1 s.e.m.) of the dopamine
signal observed in response to CS and US presentation for each session of
conditioning. (Bonferroni post-hoc comparison between CS- and US-evoked
dopamine release: *P , 0.05; **P , 0.01). Panels c and d demonstrate that
animals developing a sign-tracking CR (n 5 6) show increasing phasic
dopamine responses to CS presentation and decreasing responses to US
presentation consistent with bHR rats. Panels e–f demonstrate that animals
developing a goal-tracking CR (n 5 5) maintain phasic responses to US
presentation consistent with bLR rats.
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Figure 4 | Dopamine is necessary for learning CS–US associations that lead
to sign-tracking, but not goal-tracking. a–c, The effects of flupenthixol on
sign-tracking. a, Probability of approaching the lever-CS. b, Number of
contacts with the lever-CS. c, Latency to contact the lever-CS. d–f, The effects of
flupenthixol on goal-tracking. d, Probability of approaching the food-tray
during lever-CS presentation. e, Number of contacts with the food-tray during
lever-CS presentation. f, Latency to contact the food-tray during lever-CS
presentation. Data are expressed as mean 1 s.e.m. Flupenthixol (sessions 1–7)
blocked the performance of both sign-tracking and goal-tracking CRs. To
determine whether flupenthixol influenced performance or learning of a CR,
behaviour was examined following a saline injection on session 8 for all rats.
bLR rats that were treated with flupenthixol before sessions 1–7 (n 5 16)
responded similarly to the bLR saline group (n 5 10) on all measures of goal-
tracking behaviour on session 8, whereas bHR rats treated with flupenthixol
(n 5 22) differed significantly from the bHR saline group (n 5 10) on session 8
(*P , 0.01, saline versus flupenthixol). Thus, bLR rats learned the CS–US
association that produced a goal-tracking CR even though the drug prevented
the expression of this behaviour during training. Parenthetically, bHR rats
treated with flupenthixol did not develop a goal-tracking CR.
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dopamine release in the nucleus accumbens (see Fig. 3), differ in
whether they are prone to learn a sign-tracking or goal-tracking CR,
but they still develop patterns of dopamine release specific to that CR.
Therefore, it appears that different mechanisms control basal dopa-
mine neurotransmission versus the unique pattern of dopamine
responsiveness to a reward cue.

The neural mechanisms underlying sign- and goal-tracking beha-
viour remain to be elucidated. Here we have shown that stimulus–
reward associations that produce different CRs are mediated by
different neural circuitry. Previous research using site-specific dopa-
mine antagonism21 and dopamine-specific lesions22 indicated that
dopamine acts in the nucleus accumbens core to support the learning
and performance of sign-tracking behaviour. This work demonstrates
that dopamine-encoded prediction-error signals are indeed present in
the nucleus accumbens of sign-trackers, but not in the nucleus accum-
bens of goal-trackers. Although these neurochemical data alone do not
rule out the possibility that prediction-error signals are present in other
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Figure 3 | Conditional responses and phasic dopamine signalling in
response to CS and US presentation in outbred rats. Phasic dopamine release
was recorded in the core of the nucleus accumbens using FSCV across six days
of training. a, b, Behaviour directed towards the lever-CS (sign-tracking)
(a) and behaviour directed towards the food-tray (goal-tracking) (b) during
conditioning. Learning was evident in both groups because there was a
significant effect of session both for rats that learned a sign-tracking response
(n 5 6; session effect on lever contacts: F(5,25) 5 11.85, P 5 0.0001) and for rats
that learned a goal-tracking response (n 5 5; session effect on food-receptacle
contacts: F(5,20) 5 3.09, P 5 0.03). c, e, Change in dopamine concentration
(mean 1 s.e.m.) in response to CS and US presentation for each session of
conditioning. d, f, Change in peak amplitude (mean 1 s.e.m.) of the dopamine
signal observed in response to CS and US presentation for each session of
conditioning. (Bonferroni post-hoc comparison between CS- and US-evoked
dopamine release: *P , 0.05; **P , 0.01). Panels c and d demonstrate that
animals developing a sign-tracking CR (n 5 6) show increasing phasic
dopamine responses to CS presentation and decreasing responses to US
presentation consistent with bHR rats. Panels e–f demonstrate that animals
developing a goal-tracking CR (n 5 5) maintain phasic responses to US
presentation consistent with bLR rats.
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Figure 4 | Dopamine is necessary for learning CS–US associations that lead
to sign-tracking, but not goal-tracking. a–c, The effects of flupenthixol on
sign-tracking. a, Probability of approaching the lever-CS. b, Number of
contacts with the lever-CS. c, Latency to contact the lever-CS. d–f, The effects of
flupenthixol on goal-tracking. d, Probability of approaching the food-tray
during lever-CS presentation. e, Number of contacts with the food-tray during
lever-CS presentation. f, Latency to contact the food-tray during lever-CS
presentation. Data are expressed as mean 1 s.e.m. Flupenthixol (sessions 1–7)
blocked the performance of both sign-tracking and goal-tracking CRs. To
determine whether flupenthixol influenced performance or learning of a CR,
behaviour was examined following a saline injection on session 8 for all rats.
bLR rats that were treated with flupenthixol before sessions 1–7 (n 5 16)
responded similarly to the bLR saline group (n 5 10) on all measures of goal-
tracking behaviour on session 8, whereas bHR rats treated with flupenthixol
(n 5 22) differed significantly from the bHR saline group (n 5 10) on session 8
(*P , 0.01, saline versus flupenthixol). Thus, bLR rats learned the CS–US
association that produced a goal-tracking CR even though the drug prevented
the expression of this behaviour during training. Parenthetically, bHR rats
treated with flupenthixol did not develop a goal-tracking CR.
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dopamine release in the nucleus accumbens (see Fig. 3), differ in
whether they are prone to learn a sign-tracking or goal-tracking CR,
but they still develop patterns of dopamine release specific to that CR.
Therefore, it appears that different mechanisms control basal dopa-
mine neurotransmission versus the unique pattern of dopamine
responsiveness to a reward cue.

The neural mechanisms underlying sign- and goal-tracking beha-
viour remain to be elucidated. Here we have shown that stimulus–
reward associations that produce different CRs are mediated by
different neural circuitry. Previous research using site-specific dopa-
mine antagonism21 and dopamine-specific lesions22 indicated that
dopamine acts in the nucleus accumbens core to support the learning
and performance of sign-tracking behaviour. This work demonstrates
that dopamine-encoded prediction-error signals are indeed present in
the nucleus accumbens of sign-trackers, but not in the nucleus accum-
bens of goal-trackers. Although these neurochemical data alone do not
rule out the possibility that prediction-error signals are present in other
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Figure 3 | Conditional responses and phasic dopamine signalling in
response to CS and US presentation in outbred rats. Phasic dopamine release
was recorded in the core of the nucleus accumbens using FSCV across six days
of training. a, b, Behaviour directed towards the lever-CS (sign-tracking)
(a) and behaviour directed towards the food-tray (goal-tracking) (b) during
conditioning. Learning was evident in both groups because there was a
significant effect of session both for rats that learned a sign-tracking response
(n 5 6; session effect on lever contacts: F(5,25) 5 11.85, P 5 0.0001) and for rats
that learned a goal-tracking response (n 5 5; session effect on food-receptacle
contacts: F(5,20) 5 3.09, P 5 0.03). c, e, Change in dopamine concentration
(mean 1 s.e.m.) in response to CS and US presentation for each session of
conditioning. d, f, Change in peak amplitude (mean 1 s.e.m.) of the dopamine
signal observed in response to CS and US presentation for each session of
conditioning. (Bonferroni post-hoc comparison between CS- and US-evoked
dopamine release: *P , 0.05; **P , 0.01). Panels c and d demonstrate that
animals developing a sign-tracking CR (n 5 6) show increasing phasic
dopamine responses to CS presentation and decreasing responses to US
presentation consistent with bHR rats. Panels e–f demonstrate that animals
developing a goal-tracking CR (n 5 5) maintain phasic responses to US
presentation consistent with bLR rats.
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Figure 4 | Dopamine is necessary for learning CS–US associations that lead
to sign-tracking, but not goal-tracking. a–c, The effects of flupenthixol on
sign-tracking. a, Probability of approaching the lever-CS. b, Number of
contacts with the lever-CS. c, Latency to contact the lever-CS. d–f, The effects of
flupenthixol on goal-tracking. d, Probability of approaching the food-tray
during lever-CS presentation. e, Number of contacts with the food-tray during
lever-CS presentation. f, Latency to contact the food-tray during lever-CS
presentation. Data are expressed as mean 1 s.e.m. Flupenthixol (sessions 1–7)
blocked the performance of both sign-tracking and goal-tracking CRs. To
determine whether flupenthixol influenced performance or learning of a CR,
behaviour was examined following a saline injection on session 8 for all rats.
bLR rats that were treated with flupenthixol before sessions 1–7 (n 5 16)
responded similarly to the bLR saline group (n 5 10) on all measures of goal-
tracking behaviour on session 8, whereas bHR rats treated with flupenthixol
(n 5 22) differed significantly from the bHR saline group (n 5 10) on session 8
(*P , 0.01, saline versus flupenthixol). Thus, bLR rats learned the CS–US
association that produced a goal-tracking CR even though the drug prevented
the expression of this behaviour during training. Parenthetically, bHR rats
treated with flupenthixol did not develop a goal-tracking CR.
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dopamine release in the nucleus accumbens (see Fig. 3), differ in
whether they are prone to learn a sign-tracking or goal-tracking CR,
but they still develop patterns of dopamine release specific to that CR.
Therefore, it appears that different mechanisms control basal dopa-
mine neurotransmission versus the unique pattern of dopamine
responsiveness to a reward cue.

The neural mechanisms underlying sign- and goal-tracking beha-
viour remain to be elucidated. Here we have shown that stimulus–
reward associations that produce different CRs are mediated by
different neural circuitry. Previous research using site-specific dopa-
mine antagonism21 and dopamine-specific lesions22 indicated that
dopamine acts in the nucleus accumbens core to support the learning
and performance of sign-tracking behaviour. This work demonstrates
that dopamine-encoded prediction-error signals are indeed present in
the nucleus accumbens of sign-trackers, but not in the nucleus accum-
bens of goal-trackers. Although these neurochemical data alone do not
rule out the possibility that prediction-error signals are present in other
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Figure 3 | Conditional responses and phasic dopamine signalling in
response to CS and US presentation in outbred rats. Phasic dopamine release
was recorded in the core of the nucleus accumbens using FSCV across six days
of training. a, b, Behaviour directed towards the lever-CS (sign-tracking)
(a) and behaviour directed towards the food-tray (goal-tracking) (b) during
conditioning. Learning was evident in both groups because there was a
significant effect of session both for rats that learned a sign-tracking response
(n 5 6; session effect on lever contacts: F(5,25) 5 11.85, P 5 0.0001) and for rats
that learned a goal-tracking response (n 5 5; session effect on food-receptacle
contacts: F(5,20) 5 3.09, P 5 0.03). c, e, Change in dopamine concentration
(mean 1 s.e.m.) in response to CS and US presentation for each session of
conditioning. d, f, Change in peak amplitude (mean 1 s.e.m.) of the dopamine
signal observed in response to CS and US presentation for each session of
conditioning. (Bonferroni post-hoc comparison between CS- and US-evoked
dopamine release: *P , 0.05; **P , 0.01). Panels c and d demonstrate that
animals developing a sign-tracking CR (n 5 6) show increasing phasic
dopamine responses to CS presentation and decreasing responses to US
presentation consistent with bHR rats. Panels e–f demonstrate that animals
developing a goal-tracking CR (n 5 5) maintain phasic responses to US
presentation consistent with bLR rats.
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Figure 4 | Dopamine is necessary for learning CS–US associations that lead
to sign-tracking, but not goal-tracking. a–c, The effects of flupenthixol on
sign-tracking. a, Probability of approaching the lever-CS. b, Number of
contacts with the lever-CS. c, Latency to contact the lever-CS. d–f, The effects of
flupenthixol on goal-tracking. d, Probability of approaching the food-tray
during lever-CS presentation. e, Number of contacts with the food-tray during
lever-CS presentation. f, Latency to contact the food-tray during lever-CS
presentation. Data are expressed as mean 1 s.e.m. Flupenthixol (sessions 1–7)
blocked the performance of both sign-tracking and goal-tracking CRs. To
determine whether flupenthixol influenced performance or learning of a CR,
behaviour was examined following a saline injection on session 8 for all rats.
bLR rats that were treated with flupenthixol before sessions 1–7 (n 5 16)
responded similarly to the bLR saline group (n 5 10) on all measures of goal-
tracking behaviour on session 8, whereas bHR rats treated with flupenthixol
(n 5 22) differed significantly from the bHR saline group (n 5 10) on session 8
(*P , 0.01, saline versus flupenthixol). Thus, bLR rats learned the CS–US
association that produced a goal-tracking CR even though the drug prevented
the expression of this behaviour during training. Parenthetically, bHR rats
treated with flupenthixol did not develop a goal-tracking CR.
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dopamine release in the nucleus accumbens (see Fig. 3), differ in
whether they are prone to learn a sign-tracking or goal-tracking CR,
but they still develop patterns of dopamine release specific to that CR.
Therefore, it appears that different mechanisms control basal dopa-
mine neurotransmission versus the unique pattern of dopamine
responsiveness to a reward cue.

The neural mechanisms underlying sign- and goal-tracking beha-
viour remain to be elucidated. Here we have shown that stimulus–
reward associations that produce different CRs are mediated by
different neural circuitry. Previous research using site-specific dopa-
mine antagonism21 and dopamine-specific lesions22 indicated that
dopamine acts in the nucleus accumbens core to support the learning
and performance of sign-tracking behaviour. This work demonstrates
that dopamine-encoded prediction-error signals are indeed present in
the nucleus accumbens of sign-trackers, but not in the nucleus accum-
bens of goal-trackers. Although these neurochemical data alone do not
rule out the possibility that prediction-error signals are present in other
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Figure 3 | Conditional responses and phasic dopamine signalling in
response to CS and US presentation in outbred rats. Phasic dopamine release
was recorded in the core of the nucleus accumbens using FSCV across six days
of training. a, b, Behaviour directed towards the lever-CS (sign-tracking)
(a) and behaviour directed towards the food-tray (goal-tracking) (b) during
conditioning. Learning was evident in both groups because there was a
significant effect of session both for rats that learned a sign-tracking response
(n 5 6; session effect on lever contacts: F(5,25) 5 11.85, P 5 0.0001) and for rats
that learned a goal-tracking response (n 5 5; session effect on food-receptacle
contacts: F(5,20) 5 3.09, P 5 0.03). c, e, Change in dopamine concentration
(mean 1 s.e.m.) in response to CS and US presentation for each session of
conditioning. d, f, Change in peak amplitude (mean 1 s.e.m.) of the dopamine
signal observed in response to CS and US presentation for each session of
conditioning. (Bonferroni post-hoc comparison between CS- and US-evoked
dopamine release: *P , 0.05; **P , 0.01). Panels c and d demonstrate that
animals developing a sign-tracking CR (n 5 6) show increasing phasic
dopamine responses to CS presentation and decreasing responses to US
presentation consistent with bHR rats. Panels e–f demonstrate that animals
developing a goal-tracking CR (n 5 5) maintain phasic responses to US
presentation consistent with bLR rats.
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Figure 4 | Dopamine is necessary for learning CS–US associations that lead
to sign-tracking, but not goal-tracking. a–c, The effects of flupenthixol on
sign-tracking. a, Probability of approaching the lever-CS. b, Number of
contacts with the lever-CS. c, Latency to contact the lever-CS. d–f, The effects of
flupenthixol on goal-tracking. d, Probability of approaching the food-tray
during lever-CS presentation. e, Number of contacts with the food-tray during
lever-CS presentation. f, Latency to contact the food-tray during lever-CS
presentation. Data are expressed as mean 1 s.e.m. Flupenthixol (sessions 1–7)
blocked the performance of both sign-tracking and goal-tracking CRs. To
determine whether flupenthixol influenced performance or learning of a CR,
behaviour was examined following a saline injection on session 8 for all rats.
bLR rats that were treated with flupenthixol before sessions 1–7 (n 5 16)
responded similarly to the bLR saline group (n 5 10) on all measures of goal-
tracking behaviour on session 8, whereas bHR rats treated with flupenthixol
(n 5 22) differed significantly from the bHR saline group (n 5 10) on session 8
(*P , 0.01, saline versus flupenthixol). Thus, bLR rats learned the CS–US
association that produced a goal-tracking CR even though the drug prevented
the expression of this behaviour during training. Parenthetically, bHR rats
treated with flupenthixol did not develop a goal-tracking CR.
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Distinguishing STs and GTs
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Schad et al., 2017 Supplementary Information

Supplementary Figure 3 | Fixation times on the CS (upper panels), the US-
location (bottom panels) and the background (middle panels) for wins (green
points) and losses (magenta diamonds) in sign-trackers (left panels) and goal-
trackers (right panels). Error bars are SEM.
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Schad et al., 2017 Supplementary Information

Supplementary Figure 4 | Gaze index as a function of continuous CS value level.
Error bars are SEM.
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Schad et al., 2017 Supplementary Information

Supplementary Figure 8 | PE response in sign-trackers (ST) versus goal-
trackers (GT). a. Contrast showing stronger PE signal in ST than in GT. Thresh-
olds: p < .005, k = 0 (red) and p < .001, k = 0 (blue). b. Same contrast when
also including aversive trials: the effect is weaker, but still reliable in the NAc. c.
Distributions of the NAc PE error (voxel of peak group difference) in ST (right)
and GT (left) with perfect Pavlovian learning (100% correct forced choices) ver-
sus near-perfect Pavlovian learning (90-97% correct forced choices). d. Average
PE signal (1st principle component) in the NAc in ST and GT for different learning
rates. Grey marks (located at data points) show results from one-sample t-tests (for
p-values see legend) of whether the PE signal is greater than zero (one-tailed). Red
marks (located between data points) show results from two-sample Welch’s t-tests
of whether the PE signal is stronger in ST than in GT (one-tailed). c. Distributions
of PE-like response in other volumes of interest. 27
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Schad et al., 2017 Supplementary Information

Supplementary Figure 6 | Comparing observed pupil size in sign- and goal-
trackers with predictions from an RL PE model. Pupil data are from the last
second before US presentation. a. Observed effect of CS value on pupil size (re-
gression coefficients; points) and predicted CS value effect in the RL model (lines)
per trial. Observed CS value effects are estimated using a linear mixed-effects
model per trial. b. Average observed (points) and predicted (PE model, lines)
pupil size for each CS across trials. Error bars are SEM.

25



Quentin HuysHuman emotions SWC

Pavlovian-Instrumental Transfer

Schad, …, Huys (2017) in prep



Quentin HuysHuman emotions SWC

Pavlovian-Instrumental Transfer

Schad, …, Huys (2017) in prep

Stimulus control



Quentin HuysHuman emotions SWC

Pavlovian-Instrumental Transfer

Schad, …, Huys (2017) in prep

Stimulus control



Quentin HuysHuman emotions SWC

Absent model? 

Flagel et al., 2011 Nature

dopamine release in the nucleus accumbens (see Fig. 3), differ in
whether they are prone to learn a sign-tracking or goal-tracking CR,
but they still develop patterns of dopamine release specific to that CR.
Therefore, it appears that different mechanisms control basal dopa-
mine neurotransmission versus the unique pattern of dopamine
responsiveness to a reward cue.

The neural mechanisms underlying sign- and goal-tracking beha-
viour remain to be elucidated. Here we have shown that stimulus–
reward associations that produce different CRs are mediated by
different neural circuitry. Previous research using site-specific dopa-
mine antagonism21 and dopamine-specific lesions22 indicated that
dopamine acts in the nucleus accumbens core to support the learning
and performance of sign-tracking behaviour. This work demonstrates
that dopamine-encoded prediction-error signals are indeed present in
the nucleus accumbens of sign-trackers, but not in the nucleus accum-
bens of goal-trackers. Although these neurochemical data alone do not
rule out the possibility that prediction-error signals are present in other
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Figure 3 | Conditional responses and phasic dopamine signalling in
response to CS and US presentation in outbred rats. Phasic dopamine release
was recorded in the core of the nucleus accumbens using FSCV across six days
of training. a, b, Behaviour directed towards the lever-CS (sign-tracking)
(a) and behaviour directed towards the food-tray (goal-tracking) (b) during
conditioning. Learning was evident in both groups because there was a
significant effect of session both for rats that learned a sign-tracking response
(n 5 6; session effect on lever contacts: F(5,25) 5 11.85, P 5 0.0001) and for rats
that learned a goal-tracking response (n 5 5; session effect on food-receptacle
contacts: F(5,20) 5 3.09, P 5 0.03). c, e, Change in dopamine concentration
(mean 1 s.e.m.) in response to CS and US presentation for each session of
conditioning. d, f, Change in peak amplitude (mean 1 s.e.m.) of the dopamine
signal observed in response to CS and US presentation for each session of
conditioning. (Bonferroni post-hoc comparison between CS- and US-evoked
dopamine release: *P , 0.05; **P , 0.01). Panels c and d demonstrate that
animals developing a sign-tracking CR (n 5 6) show increasing phasic
dopamine responses to CS presentation and decreasing responses to US
presentation consistent with bHR rats. Panels e–f demonstrate that animals
developing a goal-tracking CR (n 5 5) maintain phasic responses to US
presentation consistent with bLR rats.
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Figure 4 | Dopamine is necessary for learning CS–US associations that lead
to sign-tracking, but not goal-tracking. a–c, The effects of flupenthixol on
sign-tracking. a, Probability of approaching the lever-CS. b, Number of
contacts with the lever-CS. c, Latency to contact the lever-CS. d–f, The effects of
flupenthixol on goal-tracking. d, Probability of approaching the food-tray
during lever-CS presentation. e, Number of contacts with the food-tray during
lever-CS presentation. f, Latency to contact the food-tray during lever-CS
presentation. Data are expressed as mean 1 s.e.m. Flupenthixol (sessions 1–7)
blocked the performance of both sign-tracking and goal-tracking CRs. To
determine whether flupenthixol influenced performance or learning of a CR,
behaviour was examined following a saline injection on session 8 for all rats.
bLR rats that were treated with flupenthixol before sessions 1–7 (n 5 16)
responded similarly to the bLR saline group (n 5 10) on all measures of goal-
tracking behaviour on session 8, whereas bHR rats treated with flupenthixol
(n 5 22) differed significantly from the bHR saline group (n 5 10) on session 8
(*P , 0.01, saline versus flupenthixol). Thus, bLR rats learned the CS–US
association that produced a goal-tracking CR even though the drug prevented
the expression of this behaviour during training. Parenthetically, bHR rats
treated with flupenthixol did not develop a goal-tracking CR.
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dopamine release in the nucleus accumbens (see Fig. 3), differ in
whether they are prone to learn a sign-tracking or goal-tracking CR,
but they still develop patterns of dopamine release specific to that CR.
Therefore, it appears that different mechanisms control basal dopa-
mine neurotransmission versus the unique pattern of dopamine
responsiveness to a reward cue.

The neural mechanisms underlying sign- and goal-tracking beha-
viour remain to be elucidated. Here we have shown that stimulus–
reward associations that produce different CRs are mediated by
different neural circuitry. Previous research using site-specific dopa-
mine antagonism21 and dopamine-specific lesions22 indicated that
dopamine acts in the nucleus accumbens core to support the learning
and performance of sign-tracking behaviour. This work demonstrates
that dopamine-encoded prediction-error signals are indeed present in
the nucleus accumbens of sign-trackers, but not in the nucleus accum-
bens of goal-trackers. Although these neurochemical data alone do not
rule out the possibility that prediction-error signals are present in other
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Figure 3 | Conditional responses and phasic dopamine signalling in
response to CS and US presentation in outbred rats. Phasic dopamine release
was recorded in the core of the nucleus accumbens using FSCV across six days
of training. a, b, Behaviour directed towards the lever-CS (sign-tracking)
(a) and behaviour directed towards the food-tray (goal-tracking) (b) during
conditioning. Learning was evident in both groups because there was a
significant effect of session both for rats that learned a sign-tracking response
(n 5 6; session effect on lever contacts: F(5,25) 5 11.85, P 5 0.0001) and for rats
that learned a goal-tracking response (n 5 5; session effect on food-receptacle
contacts: F(5,20) 5 3.09, P 5 0.03). c, e, Change in dopamine concentration
(mean 1 s.e.m.) in response to CS and US presentation for each session of
conditioning. d, f, Change in peak amplitude (mean 1 s.e.m.) of the dopamine
signal observed in response to CS and US presentation for each session of
conditioning. (Bonferroni post-hoc comparison between CS- and US-evoked
dopamine release: *P , 0.05; **P , 0.01). Panels c and d demonstrate that
animals developing a sign-tracking CR (n 5 6) show increasing phasic
dopamine responses to CS presentation and decreasing responses to US
presentation consistent with bHR rats. Panels e–f demonstrate that animals
developing a goal-tracking CR (n 5 5) maintain phasic responses to US
presentation consistent with bLR rats.
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Figure 4 | Dopamine is necessary for learning CS–US associations that lead
to sign-tracking, but not goal-tracking. a–c, The effects of flupenthixol on
sign-tracking. a, Probability of approaching the lever-CS. b, Number of
contacts with the lever-CS. c, Latency to contact the lever-CS. d–f, The effects of
flupenthixol on goal-tracking. d, Probability of approaching the food-tray
during lever-CS presentation. e, Number of contacts with the food-tray during
lever-CS presentation. f, Latency to contact the food-tray during lever-CS
presentation. Data are expressed as mean 1 s.e.m. Flupenthixol (sessions 1–7)
blocked the performance of both sign-tracking and goal-tracking CRs. To
determine whether flupenthixol influenced performance or learning of a CR,
behaviour was examined following a saline injection on session 8 for all rats.
bLR rats that were treated with flupenthixol before sessions 1–7 (n 5 16)
responded similarly to the bLR saline group (n 5 10) on all measures of goal-
tracking behaviour on session 8, whereas bHR rats treated with flupenthixol
(n 5 22) differed significantly from the bHR saline group (n 5 10) on session 8
(*P , 0.01, saline versus flupenthixol). Thus, bLR rats learned the CS–US
association that produced a goal-tracking CR even though the drug prevented
the expression of this behaviour during training. Parenthetically, bHR rats
treated with flupenthixol did not develop a goal-tracking CR.
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dopamine release in the nucleus accumbens (see Fig. 3), differ in
whether they are prone to learn a sign-tracking or goal-tracking CR,
but they still develop patterns of dopamine release specific to that CR.
Therefore, it appears that different mechanisms control basal dopa-
mine neurotransmission versus the unique pattern of dopamine
responsiveness to a reward cue.

The neural mechanisms underlying sign- and goal-tracking beha-
viour remain to be elucidated. Here we have shown that stimulus–
reward associations that produce different CRs are mediated by
different neural circuitry. Previous research using site-specific dopa-
mine antagonism21 and dopamine-specific lesions22 indicated that
dopamine acts in the nucleus accumbens core to support the learning
and performance of sign-tracking behaviour. This work demonstrates
that dopamine-encoded prediction-error signals are indeed present in
the nucleus accumbens of sign-trackers, but not in the nucleus accum-
bens of goal-trackers. Although these neurochemical data alone do not
rule out the possibility that prediction-error signals are present in other
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Figure 3 | Conditional responses and phasic dopamine signalling in
response to CS and US presentation in outbred rats. Phasic dopamine release
was recorded in the core of the nucleus accumbens using FSCV across six days
of training. a, b, Behaviour directed towards the lever-CS (sign-tracking)
(a) and behaviour directed towards the food-tray (goal-tracking) (b) during
conditioning. Learning was evident in both groups because there was a
significant effect of session both for rats that learned a sign-tracking response
(n 5 6; session effect on lever contacts: F(5,25) 5 11.85, P 5 0.0001) and for rats
that learned a goal-tracking response (n 5 5; session effect on food-receptacle
contacts: F(5,20) 5 3.09, P 5 0.03). c, e, Change in dopamine concentration
(mean 1 s.e.m.) in response to CS and US presentation for each session of
conditioning. d, f, Change in peak amplitude (mean 1 s.e.m.) of the dopamine
signal observed in response to CS and US presentation for each session of
conditioning. (Bonferroni post-hoc comparison between CS- and US-evoked
dopamine release: *P , 0.05; **P , 0.01). Panels c and d demonstrate that
animals developing a sign-tracking CR (n 5 6) show increasing phasic
dopamine responses to CS presentation and decreasing responses to US
presentation consistent with bHR rats. Panels e–f demonstrate that animals
developing a goal-tracking CR (n 5 5) maintain phasic responses to US
presentation consistent with bLR rats.
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Figure 4 | Dopamine is necessary for learning CS–US associations that lead
to sign-tracking, but not goal-tracking. a–c, The effects of flupenthixol on
sign-tracking. a, Probability of approaching the lever-CS. b, Number of
contacts with the lever-CS. c, Latency to contact the lever-CS. d–f, The effects of
flupenthixol on goal-tracking. d, Probability of approaching the food-tray
during lever-CS presentation. e, Number of contacts with the food-tray during
lever-CS presentation. f, Latency to contact the food-tray during lever-CS
presentation. Data are expressed as mean 1 s.e.m. Flupenthixol (sessions 1–7)
blocked the performance of both sign-tracking and goal-tracking CRs. To
determine whether flupenthixol influenced performance or learning of a CR,
behaviour was examined following a saline injection on session 8 for all rats.
bLR rats that were treated with flupenthixol before sessions 1–7 (n 5 16)
responded similarly to the bLR saline group (n 5 10) on all measures of goal-
tracking behaviour on session 8, whereas bHR rats treated with flupenthixol
(n 5 22) differed significantly from the bHR saline group (n 5 10) on session 8
(*P , 0.01, saline versus flupenthixol). Thus, bLR rats learned the CS–US
association that produced a goal-tracking CR even though the drug prevented
the expression of this behaviour during training. Parenthetically, bHR rats
treated with flupenthixol did not develop a goal-tracking CR.
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dopamine release in the nucleus accumbens (see Fig. 3), differ in
whether they are prone to learn a sign-tracking or goal-tracking CR,
but they still develop patterns of dopamine release specific to that CR.
Therefore, it appears that different mechanisms control basal dopa-
mine neurotransmission versus the unique pattern of dopamine
responsiveness to a reward cue.

The neural mechanisms underlying sign- and goal-tracking beha-
viour remain to be elucidated. Here we have shown that stimulus–
reward associations that produce different CRs are mediated by
different neural circuitry. Previous research using site-specific dopa-
mine antagonism21 and dopamine-specific lesions22 indicated that
dopamine acts in the nucleus accumbens core to support the learning
and performance of sign-tracking behaviour. This work demonstrates
that dopamine-encoded prediction-error signals are indeed present in
the nucleus accumbens of sign-trackers, but not in the nucleus accum-
bens of goal-trackers. Although these neurochemical data alone do not
rule out the possibility that prediction-error signals are present in other
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Figure 3 | Conditional responses and phasic dopamine signalling in
response to CS and US presentation in outbred rats. Phasic dopamine release
was recorded in the core of the nucleus accumbens using FSCV across six days
of training. a, b, Behaviour directed towards the lever-CS (sign-tracking)
(a) and behaviour directed towards the food-tray (goal-tracking) (b) during
conditioning. Learning was evident in both groups because there was a
significant effect of session both for rats that learned a sign-tracking response
(n 5 6; session effect on lever contacts: F(5,25) 5 11.85, P 5 0.0001) and for rats
that learned a goal-tracking response (n 5 5; session effect on food-receptacle
contacts: F(5,20) 5 3.09, P 5 0.03). c, e, Change in dopamine concentration
(mean 1 s.e.m.) in response to CS and US presentation for each session of
conditioning. d, f, Change in peak amplitude (mean 1 s.e.m.) of the dopamine
signal observed in response to CS and US presentation for each session of
conditioning. (Bonferroni post-hoc comparison between CS- and US-evoked
dopamine release: *P , 0.05; **P , 0.01). Panels c and d demonstrate that
animals developing a sign-tracking CR (n 5 6) show increasing phasic
dopamine responses to CS presentation and decreasing responses to US
presentation consistent with bHR rats. Panels e–f demonstrate that animals
developing a goal-tracking CR (n 5 5) maintain phasic responses to US
presentation consistent with bLR rats.
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Figure 4 | Dopamine is necessary for learning CS–US associations that lead
to sign-tracking, but not goal-tracking. a–c, The effects of flupenthixol on
sign-tracking. a, Probability of approaching the lever-CS. b, Number of
contacts with the lever-CS. c, Latency to contact the lever-CS. d–f, The effects of
flupenthixol on goal-tracking. d, Probability of approaching the food-tray
during lever-CS presentation. e, Number of contacts with the food-tray during
lever-CS presentation. f, Latency to contact the food-tray during lever-CS
presentation. Data are expressed as mean 1 s.e.m. Flupenthixol (sessions 1–7)
blocked the performance of both sign-tracking and goal-tracking CRs. To
determine whether flupenthixol influenced performance or learning of a CR,
behaviour was examined following a saline injection on session 8 for all rats.
bLR rats that were treated with flupenthixol before sessions 1–7 (n 5 16)
responded similarly to the bLR saline group (n 5 10) on all measures of goal-
tracking behaviour on session 8, whereas bHR rats treated with flupenthixol
(n 5 22) differed significantly from the bHR saline group (n 5 10) on session 8
(*P , 0.01, saline versus flupenthixol). Thus, bLR rats learned the CS–US
association that produced a goal-tracking CR even though the drug prevented
the expression of this behaviour during training. Parenthetically, bHR rats
treated with flupenthixol did not develop a goal-tracking CR.
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dopamine release in the nucleus accumbens (see Fig. 3), differ in
whether they are prone to learn a sign-tracking or goal-tracking CR,
but they still develop patterns of dopamine release specific to that CR.
Therefore, it appears that different mechanisms control basal dopa-
mine neurotransmission versus the unique pattern of dopamine
responsiveness to a reward cue.

The neural mechanisms underlying sign- and goal-tracking beha-
viour remain to be elucidated. Here we have shown that stimulus–
reward associations that produce different CRs are mediated by
different neural circuitry. Previous research using site-specific dopa-
mine antagonism21 and dopamine-specific lesions22 indicated that
dopamine acts in the nucleus accumbens core to support the learning
and performance of sign-tracking behaviour. This work demonstrates
that dopamine-encoded prediction-error signals are indeed present in
the nucleus accumbens of sign-trackers, but not in the nucleus accum-
bens of goal-trackers. Although these neurochemical data alone do not
rule out the possibility that prediction-error signals are present in other
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Figure 3 | Conditional responses and phasic dopamine signalling in
response to CS and US presentation in outbred rats. Phasic dopamine release
was recorded in the core of the nucleus accumbens using FSCV across six days
of training. a, b, Behaviour directed towards the lever-CS (sign-tracking)
(a) and behaviour directed towards the food-tray (goal-tracking) (b) during
conditioning. Learning was evident in both groups because there was a
significant effect of session both for rats that learned a sign-tracking response
(n 5 6; session effect on lever contacts: F(5,25) 5 11.85, P 5 0.0001) and for rats
that learned a goal-tracking response (n 5 5; session effect on food-receptacle
contacts: F(5,20) 5 3.09, P 5 0.03). c, e, Change in dopamine concentration
(mean 1 s.e.m.) in response to CS and US presentation for each session of
conditioning. d, f, Change in peak amplitude (mean 1 s.e.m.) of the dopamine
signal observed in response to CS and US presentation for each session of
conditioning. (Bonferroni post-hoc comparison between CS- and US-evoked
dopamine release: *P , 0.05; **P , 0.01). Panels c and d demonstrate that
animals developing a sign-tracking CR (n 5 6) show increasing phasic
dopamine responses to CS presentation and decreasing responses to US
presentation consistent with bHR rats. Panels e–f demonstrate that animals
developing a goal-tracking CR (n 5 5) maintain phasic responses to US
presentation consistent with bLR rats.
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Goal-tracking in humans?

Schad et al., in prep

ST: learn expected value V

GT: learn mappings T from CS to US identity
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Pavlovian learning in ST vs GT

Vt(s) = Vt�1(s) + ↵r �rt
�rt = rt � Vt�1(s)

Tt(cs, us) = Tt�1(cs, us) + ↵s �st
�st = 1� Tt�1(cs, us)

0 20 40 60
Trial

0

1

2

3

4

5
Reward PE

0 20 40 60
Trial

0

0.2

0.4

0.6

0.8
State PE

0.2 0.4 0.6 0.8
Trial

0.3

0.4

0.5

0.6

0.7
PE correlation

0 20 40 60
Trial

0

1

2

3

4
Values

0 20 40 60
Trial

0.2

0.4

0.6

0.8

1
Transition probabilities

0.2 0.4 0.6 0.8
Trial

0.35

0.4

0.45

0.5

0.55

0.6
V/T correlation



Quentin HuysHuman emotions SWC

Goal-tracking signatures

Schad et al., in prep, Gläscher et al. 2010 Neuron

Gaze

Pupil

effects visible in Figure 3A (e.g., inferior temporal gyrus) did not
meet our statistical threshold for whole-brain correction and
are not further discussed. The graphs show the average percent
signal change (PSC) in BOLD activation across subjects for both
prediction error signals on trials in which that error signal was
low, medium, or high (bins defined at 33rd, 66th, and 100th

percentile, see Experimental Procedures for details). This reveals
a linear increase in BOLD activation across trials with increasing
SPEs, except for the left IPS, in which the increase in BOLD
activation occurs only for trials with the highest SPE. In contrast,
there is no such systematic relationship between BOLD activa-
tion and the RPE.

Conversely, when we tested for a correlation between BOLD
activation and the RPE, we found a significant effect in the vStr
(Figure 3C), consistent with previous accounts (McClure et al.,
2003; O’Doherty et al., 2003), but no effects for an SPE even at
p < 0.001 uncorrected. The graph of the average PSC across
subjects in this region shows the opposite pattern from that in
the pIPS and latPFC: a linear increase in BOLD activity across
trials with increasing RPE, but no such increase for the SPE.

In a follow-up analysis, to investigate the consistency of SPE
results between the sessions, we identified the peak voxels for

Figure 3. Neural Representations of State
Prediction Errors and Reward Prediction
Errors
The SPE is pooled across both scanning sessions,

whereas the RPE is only available in the rewarded

session 2. BOLD activation plots on the right are

the average percent signal change (across

subjects, error bars = SEM) for those trials in which

the prediction error (PE) is low, medium, or high

(33rd, 66th, and 100th percentile PE range). Data

are extracted using a cross-validation procedure

(leave-one-out) from the nearest local maximum

from the coordinates listed in the Table 2 (circled

areas, see Experimental Procedures for details).

Red = SPE, green = RPE. (A and B) Significant

effect for SPE bilaterally in the intraparietal sulcus

(ips) and lateral prefrontal cortex (lpfc). (C) Signifi-

cant effects for RPE in the ventral striatum (vstr).

Color codes in the SPMs correspond to p <

0.001 and p < 0.0001 uncorrected.

the SPE signal in session 2 only, and
then tested for a significant SPE re-
presentation in session 1 in a reduced
spherical search volume (radius: 10 mm,
p < 0.05, family-wise error [FWE] correc-
tion for search volume). This procedure
ensures that the centers for the search
volumes are selected in a way that is
independent of the data in session 1.
We found significant effects of SPE in
session 1 bilaterally in latPFC and in the
right pIPS/angular gyrus (Figure 4), con-
firming that these areas correlate with
an SPE even in the absence of any reward
information (see Table 2). To test for

overlapping voxels with SPE representations in both sessions,
we employed a conjunction analysis (Nichols et al., 2005) and
found evidence that voxels in these regions were activated in
both sessions at p < 0.001 uncorrected.

Relationship between Neural SPE Signal and Behavior
We next considered whether this neural correlate of an SPE is
also behaviorally relevant for making better choices at the begin-
ning of the free-choice session. To address this question, we
correlated in each participant the parameter estimate for the
SPE in those regions possessing a significant SPE representa-
tion in session 1 (bilateral latPFC and right pIPS, extracted and
averaged from a 10 mm spherical volume centered on the group
peak voxel) with the percent correct choices. The latter is
a behavioral measure defined as the choice of the action with
the highest expected value (reward magnitude 3 true transition
probability) (see Figure S1), and is independent of the computa-
tional models employed for the imaging analysis. We observed
a significant correlation between the neural and the behavioral
data of r = 0.57 (p = 0.013) in the right pIPS, but not in latPFC
(left: r = 0.28, p = 0.27; right; r = 0.38, p = 0.12). This suggests
that the degree to which pIPS encodes an SPE representation
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Innate behaviours

‣ Strong value-dependent responding exists in 
humans 

‣ These can be “overcome” 
‣ They relate to addiction 
‣ Individual variation relates to differences in 

learning processes 

‣ Are these emotions? 
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Outline

‣ Innate behaviours in humans 
‣ Are emotions Pavlovian responses? 

• Theories of emotions 
‣ Disorders of emotion
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Innate evolutionary strategies

Hirsch & Bolles 1980
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Facial expressions

Ekman et al., 1972 Pers. Proc. Indiv. Diff.

Happiness

Sadness

Surprise

Fear

Anger

Disgust

714 EKMAN ET AL.

Method

Facial Expressions Judged

The facial expressions shown to the observers were drawn from three
sources: posed emotions, spontaneous expressions, and photographs in
which models followed instructions about which muscles to contract. A
large pool of photographs were scored with Ekman and Friesen's (1978)
Facial Action Coding System to determine the muscular actions that
produced each expression. Three pictures were selected for each of six
emotions: anger, disgust, fear, happiness, sadness, and surprise. The pic-
tures selected were the best examples of Ekman and Friesen's descrip-
tion of the muscular configurations that universally signal those emo-
tions. The 18 photographs were black-and-white, head-on views show-
ing only the face of Caucasian adult men (5) and women (4) between
the ages of 30 and 40. Three of the women contributed expressions to
two emotions, and the fourth woman provided one expression. Two of
the men contributed expressions for three emotions, one provided ex-
pressions for two emotions, and the other two men contributed one ex-
pression each.

Observers

Ekman and Friesen sought to include a broad range of diverse cul-
tures. Although the selection finally depended on opportunities where
interested scientists volunteered to participate in the study, the 10 coun-
tries in which the study was conducted did include eight languages and
both Western and non-Western countries. Two of these—Japan and Su-
matra (the Minangkabau)—are known (Ekman, 1972;Heider, 1984) to
differ considerably from Western cultures in their attitudes about emo-
tional expression. In every country, the observers were of equivalent age
and education (college students). The samples were from the Estonian
S.S.R. (N = 85), Germany (67), Greece (61), Hong Kong (29), Italy (40),
Japan (98), Scotland (42), Sumatra (36), Turkey (64), and the United
States (30).

Judgment Tasks and Procedure

In each language, the seven English emotion terms were translated
into the native language by one person and then translated back by an-
other to verify accurate translation. With two exceptions, the scientist
who made the initial translation and who then collected the data was a
member of the culture in which the study was run. The exceptions were
the Sumatra data gathered by Karl Heider in the Indonesian language
from bilingual Minangabau in Padang, West Sumatra, and the Turkish
data gathered by William LeCompte in the Turkish language from sub-
jects in Ankara.

The seven English emotion terms included a single word for each
type of expression shown (anger, disgust, fear, happiness, sadness, and
surprise) plus contempt Although previous studies had either not al-
lowed contempt as a response alternative or combined it with disgust,
here it was provided as a separate alternative because of other interest
in whether contempt can be distinguished from disgust expressions (Ek-
man & Friesen, 1986).

The photographs were prepared as 35-mm slides so they could be
shown to groups of observers. The same random order of presentation
was used in every culture. The firet time the observers saw the slides,
each picture was shown for 10 s, during which the observers were in-
structed to check on their answer sheets one of the seven emotion terms
to register their judgment of each expression. Before observers saw the
expressions a second time, the instructions explained that some expres-
sions might show many emotions at the same or different strength,
whereas other expressions might show only one emotion. In their second
viewing, observers were instructed to rate each of the seven emotions in
terms of whether it was absent or present, and if it was present to indi-
cate its strength on an 8-poinl scale from slight (1) through moderate

Table 1
Single-Emotion Judgment Task: Percentage of Subjects Within
Each Culture Who Chose the Predicted Emotion

Nation Happiness Surprise Sadness Fear Disgust Anger

Estonia
Germany
Greece
Hong Kong
Italy
Japan
Scotland
Sumatra
Turkey
United States

90
93
93
92
97
90
98
69
87
95

94
87
91
91
92
94
88
78
90
92

86
83
80
91
81
87
86
91
76
92

91
86
74
84
82
65
86
70
76
84

71
61
77
65
89
60
79
70
74
86

67
71
77
73
72
67
84
70
79
81

(4) to strong (8). This time the slides were shown for 30 s each, during
which the observers made judgments about all seven emotions for each
expression.

Results

Replicating the Findings of Universality

Because there were 3 expressions for each of 6 emotions
judged by members of 10 cultures, there were 180 opportunities
for the cultures to agree with Ekman and Friesen's predictions
and with each other about which emotions are universally sig-
naled by each facial expression. Considering first the single-
choice judgments, the emotion term chosen by the majority of
the subjects in each culture was, as predicted, 172 of 180 times.
This high level of agreement across cultures supports Hypothe-
sis 1, replicating previous findings that also used a single-choice
judgment task.

Table 1 summarizes the results collapsed across the three ex-
pressions for each type of emotion, listing the percentage within
each culture who gave the predicted emotional judgments. The
figures in Table 1 are within a few points of what was reported
1S years ago with different photographs and observers (Ekman
et al., 1969; Izard, 1971). Although there is some variation in
the extent of agreement, what is most relevant to Hypothesis 1
is that the majority of the observers in every culture judged the
emotions as predicted.

Although these descriptive data very strongly support Hy-
pothesis 1, we also computed kappa coefficients (Hubert, 1977)
to obtain a test of significance. Kappa evaluates the extent to
which the judgments were as predicted. We prepared 7 X 7 ta-
bles for each culture, plotting for each of the seven emotions
the distribution of obtained against predicted judgments and
pooling the judgments across the three photographs depicting
each emotion. In all 10 cultures, the kappas were significant
beyond the .001 significance level. These are shown in the first
column of Table 2. To be certain that pooling results across
photographs did not conceal disagreements in the judgment of
some of the facial expressions intended to signal a particular
emotion, kappas were also computed separately for every pho-
tograph for all 10 cultures. Of the 180 kappas (18 photo-
graphs X 10 cultures), 178 were significant beyond the .01 level.

Hypothesis 2 predicted the same findings even when observ-
ers were allowed to choose more than one emotion, judging the

UNIVERSALS 715

Table 2
Kappa Coefficients

Nation Single judgments Multiple judgments

Estonia
Germany
Greece
Hong Kong
Italy
Japan
Scotland
Sumatra
Turkey
United States

.790

.736

.762

.763

.800

.693

.815

.657

.729

.835

.744

.739

.789

.718

.783

.678

.809

.541

.738

.607

Note. All figures are significant beyond .001.

intensity of every emotion. To test Hypothesis 2, we determined
whether the emotion with the most intense rating was the emo-
tion predicted by Ekman and Friesen and was the same across
cultures. Hypothesis 2 was supported; in 177 of 180 times, the
emotion rated strongest by the largest number of observers in
each culture was the predicted emotion. This is the first evi-
dence of cross-cultural agreement about the most intense emo-
tion when observers can choose more than one emotion.

Kappa coefficients were also computed for the judgments
made on the intensity scales. For each observer, the score used
was the emotion scale rated as strongest. Again, all 10 kappa
coefficients were significant. Table 2 lists the kappa coefficients
computed on the single judgment data and the multiple judg-
ment data.

Is There Agreement About the Second Most Intense
Emotion?

Hypothesis 3, which predicted universality in the secondary
emotion, could be tested only with those expressions that the
observers had judged as showing more than one emotion (i.e.,
that were blends rather than single-emotion expressions). Al-
though the selection of photographs had followed Ekman and
Friesen's (1978) guidelines for excluding blends in which two
emotions are signaled with equal strength, those guidelines were
not designed to exclude blends in which a secondary emotion is
conveyed with less strength than is the primary emotion. Only
judgment data in which the observers were allowed to record
the presence of more than one emotion and the relative strength
of each emotion can reveal whether an expression conveys a
single emotion or a blend.

We set the following criteria for classifying an expression as a
blend, pertinent to testing Hypothesis 3: (a) The second strong-
est emotion had to have a mean of at least 1.5 on the absent (0)
to strong (S) intensity scale; (b) at least half of the judges within
a culture had to contribute to that rating; and (c) at least two
cultures had to meet the first two criteria. There were 180 op-
portunities for the judgments (18 expressions X 10 cultures) to
meet these criteria.

Our criteria were met 98 times, involving the judgments of
13 of the 18 expressions. None of the photographs selected to
signal happiness met the criteria for signaling a secondary
blended emotion. The judgments of the sadness and the surprise

photographs met the criteria for signaling a secondary blended
emotion too infrequently for inclusion in the analysis of Hy-
pothesis 3 (for sadness, only 5 of 30 opportunities; for surprise,
only 8 of 30). There was complete agreement across the 10 cul-
tures about the secondary emotion signaled by the disgust and
by the fear expressions. In every culture on every expression of
disgust, the secondary emotion was contempt. In every culture
on every expression of fear, the secondary emotion was surprise.
Whereas all three anger expressions met the criteria for signal-
ing secondary blended emotions in nearly every culture, the sec-
ondary emotion varied with the expression. Disgust was the
blended emotion on one anger expression, surprise on another
anger expression, and on the third expression the cultures dis-
agreed about the secondary blended emotion (four judged it to
be contempt, four judged it to be disgust, and two did not see
any secondary emotion).

Cultural Differences in the Intensity of the Judged
Emotion

To test Hypothesis 4's prediction of universality in intensity
of emotion judgments, we computed a one-way multivariate
analysis of variance (MANOVA) with culture as the independent
variable and the mean intensity of the six emotions as the six
dependent variables. SPSSX MANOVA was used for the analysis.
By use of Wilks's criterion, there was an overall effect for cul-
ture, F(54,2743) = 3.95, p < .001. The results reflected a mod-
erate association between culture and the intensity judgments
of emotion (i?2 = .32; Tabachnick & Fidell, 1983). Six univariate
F tests (dfe = 9, 542) ranged from 2.93 (p < .002) for sadness
to 6.66 (p < .000) for surprise, indicating significant differences
among cultures for each of the six emotions.

Rather than examining all the cell means on an atheoretical,
pair-wise basis, we used post hoc comparisons to address two
possible explanations for the significant overall and univariate
Fs. The first possibility was that people will judge a foreigner's
expressions to be less intense than expressions shown by mem-
bers of their own culture. Attributions of less intense emotions
to foreigners might be due to politeness or to greater uncer-
tainty about the emotional state of a person from a culture with
which one is less familiar. In our experiment, the three Asian
cultures could clearly recognize that the Caucasians in the pho-
tographs were not from their own culture. In the first post hoc
comparison, therefore, we used Scheffe's procedures to contrast
the mean intensity ratings of the three Asian cultures with the
mean intensity ratings of the other seven cultures for each of
the six emotions. Table 3 shows that the intensity ratings made
by the Asian and non-Asian cultures were significantly different
for fear, happiness, and surprise. Although the Schefie test was
performed on the separate cell means for each culture, Table 3
gives the average intensity ratings for the two contrasting cul-
tures to clarify the differences between them. Even those that
were statistically significant are numerically small. None of the
differences were as great as a full point on the 9-point intensity
scale.

A second explanation of the significant MANOVA is that ob-
servers who made their judgments in languages other than En-
glish would give different intensity judgments than would those
making their judgments in English. The mean intensity ratings
of the English-speaking cultures (Scotland and the United
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Standard computational view

‣ Emotions as “complex actions” 
• akin to Pavlovian reflexes 
• computational models capture how expression 

changes with experience
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Computational approach

‣ Treat as “complex actions” 
• Basic emotion view 
• Action tendencies are important 
• Most prominent approach 
• Inflexibility -> Pavlovian account
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Facial expressions

Widen et al., 2010, Lindquist et al., 2006 2014

F(1, 87)!108.88, pB .001, hp
2! .56. As illu-

strated by Figure 1, with old expressions, free
labelling and forced choice did not differ, but,
with the new ones, free labelling was significantly
(pB .001) lower than forced choice.

With forced choice, mean endorsement of the
predicted emotion for the four new facial expres-
sions was higher in the current study (58%) than
in Haidt and Keltner’s (45%) and was similar to

that seen for the old expressions. Nevertheless,
forced choice is capable of producing misleading
results (Haidt & Keltner, 1999; Russell 1993),
and so no definitive answer is provided with this
method. With free labelling, in contrast, mean
performance for the four new faces yielded little
evidence of recognition: mean ‘‘correct’’ (18%) was
lower than Haidt and Keltner’s (1999, 27%;
Table 2). In addition, even when assessed with

Table 1. Propotion correct as a function of response format

Study 1 Study 2

Response format Response format

Facial expression Free labelling Forced choice Mean Free labelling Forced choice Mean

Old Happiness 0.94 0.99 0.97 0.85 0.78 0.82
Surprise 0.91 0.94 0.93 0.97 0.92 0.94
Sadness 0.80 0.81 0.80 0.70 0.72 0.72
Fear 0.76 0.73 0.74 0.50 0.53 0.51
Anger 0.63 0.42 0.52 0.87 0.68 0.78
Disgust 0.41 0.58 0.49 0.15 0.37 0.26

New Shame 0.32 0.66 0.49 0.22 0.55 0.38
Embarrassment 0.30 0.48 0.39 0.42 0.50 0.46
Compassion 0.07 0.39 0.23 0.00 0.08 0.04
Contempt 0.03 0.81 0.42 0.00 0.08 0.05

Note: Maximum possible is 1.00.

Figure 1. Proportion of correct responses to the old (happiness, sadness, anger, fear, surprise, disgust) and new (shame, embarrassment,
compassion, contempt) facial expressions on the free-labelling and forced-choice tasks in Study 1.
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(i.e., had low neg–neg error rates; see Table 1). The majority of
control participants (61%) spontaneously produced either six or seven
piles and 96% of control participants produced six or more. Only two
control participants (4%) produced fewer than six piles on the sort
task; one participant produced four piles and one produced five.
Notably, no control participants produced three piles. That only one
individual from the control sample (2.2%) spontaneously produced four
piles on the sort task, and none produced three, stands in stark
contrast to the fact that 100% of our patient sample produced four
or fewer piles on the sort task. See Table 1 for controls’ and
patients’ mean error rates and Figure 3 for an example of a control
participant’s performance.

Contrary to control participants, and as predicted, patients with
semantic dementia, who have impaired concept knowledge, did
not spontaneously perceive discrete emotion on faces. The patients
in our case study demonstrated preserved affect perception, how-
ever, consistent with our hypothesis that affective processing
would be intact even in the presence of impaired conceptual
knowledge. One interpretation of these findings is that patients

were able to perceive discrete emotion on faces, but merely
thought that affect was the more “meaningful” category. Yet
patients’ performance on the various control tasks effectively rules
out this alternate interpretation. For instance, no patient was able to
sort by discrete emotion when asked to sort the faces into six
categories, or when explicitly asked to sort into piles for “anger,”
“disgust,” “fear,” “sadness,” “happiness,” or “neutral.” Another
interpretation of our findings is that affect perception was merely
easier for patients than discrete emotion perception. Again, the
performance of the control participants, along with the perfor-
mance of the patients on the various control tasks, rules out this
alternate interpretation. If affect perception was easier than dis-
crete emotion perception, then control participants could also have
taken the “easy” route and sorted faces by affect as well, but they
did not. More to the point, patients continued to sort by affect on
the control tasks, even when these tasks provided extra structure
and removed cognitive load by cuing patients to the number,
appearance, and even names of the discrete emotion categories.
The most parsimonious explanation of our findings is thus that
participants had a preserved ability to perceive affect but were
unable to perceive discrete emotion on faces.

We begin by discussing the findings from patient EG, who was
our first case, and as a result, performed fewer control tasks than
subsequent cases. We next discuss the findings from patients FZ
and CP, who performed all the control tasks in our battery.

Patient EG

Emotional free sort. Consistent with our hypothesis that con-
cept knowledge is necessary for discrete emotion perception, but
not affect perception, EG free sorted emotional facial expressions
into three piles (see Figure 4) that he later labeled “happy,”
“nothing,” and “rough.” Compared with controls, EG made more
errors in which he confused negative (scowling, pouting, wide-
eyed, and wrinkle-nosed faces) faces with each other, t(43) ! 2.78,
p " .01 (see Table 1), indicating that he could not perceive the
differences between expressions for anger, disgust, fear, and sad-
ness.

Face anchored sort. EG’s inability to distinguish negative
discrete emotional expressions from one another was not due to an
inability to detect the facial actions of pouting, scowling, wide
eyes, and so forth, or a general inability to perform any sort task.
EG performed the control face-anchored sort task perfectly; he

Table 1
Emotion Free Sort Performance

# piles NEG-NEUT POS-NEUT NEG-NEG NEUT-NEG POS-NEG NEG-POS NEUT-POS % total errors

EGa 3 1.66% 0% 46.67%! 5.83% 0% 1.66% 5.83%! 61.66%!

FZb 4 0% 0% 44.44%! 0% 0% 0% 0% 44.44%
CPb 4 0% 0% 36.11%! 0% 0% 2.77% 0% 38.89%
44 OAa 7.82 (SD ! 2.99) 2.88% 0.13% 21.72% 2.80% 0.27% 0.55% 1.69% 30.04%

Note. SD ! standard deviation; OA ! older adults; NEG-NEUT ! errors in which negative faces were put in a pile of predominantly neutral faces;
POS-NEUT ! refers to errors in which positive faces were put in a pile of predominantly neutral faces; NEG-NEG ! errors in which one type of negative
face was put in a pile consisting predominantly of another negative face; NEUT-NEG ! errors in which neutral faces were put in a pile of predominantly
negative faces; POS-NEG ! errors in which positive faces were put in a pile of predominantly negative faces; NEG-POS ! errors in which negative faces
were put in a pile of predominantly positive faces; NEUT-POS ! errors in which neutral faces were put in a pile of predominantly positive faces.
a completed the long variant of free sort. b completed the short variant of free sort.
! indicates statistically different from controls (p" .05).

Figure 3. Examples of a control participants’ performance on the
free sort task. A 69-year-old man made six piles to represent the six
categories.
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could detect perceptual differences in the expressions and match a
scowl to a scowl, a pout to a pout, etc. In light of these findings,
his performance on the free sort indicated that without access to
emotion concept knowledge, he did not understand the psycholog-
ical meaning of facial expressions at a level more nuanced than
simple affective valence.

Patients FZ and CP

Emotional free sort. Both FZ and CP performed similarly to
EG on the emotional free sort. FZ produced four piles (see Figure
4), which he labeled “happy,” “sad,” “normal,” and a fourth pile
that he variously called “sad,” “mad,” and “questioning” at differ-
ent points throughout the study (indicating that what these faces
shared in common was negative valence). Like EG, FZ made more

errors in which he confused negative faces with one another
(scowling, pouting, wide-eyed, and wrinkle-nosed faces) than did
controls, t(43) ! 2.53, p " .02 (see Table 1), but he never
confused negative faces for positive (smiling) faces.

CP made four piles (see Figure 4), which she labeled “funny/
happy,” “regular,” “not up,” and “really not up at all.” Like EG and
FZ, CP made more errors in which she confused negative faces
with one another (scowling, pouting, wide-eyed, and wrinkle-
nosed faces) than did controls, t(43) ! 1.60, p " .058, one-tailed
(see Table 1), but she rarely confused negative faces for positive
(smiling) faces. Although CP produced one pile that contained
predominantly scowling faces on the emotion free sort, we do not
think this is evidence that she understood the category of anger.
First, CP did not produce this pile spontaneously. She began the
task by sorting faces into three piles representing positive, neutral
and negative affect (Pile 3 and 4 were a single pile), but she
randomly split this negative pile into two negative piles following
a cue from researchers that she could check her piles before
moving on. The fact that she split her pile into additional piles
following a cue from the researchers suggests that she might have
realized that there should be more categories in the set (even if she
could not perceive them). Second, the name that CP spontaneously
used to label these two piles implies that she did not see the faces
in Pile 3 as categorically different from the faces in Pile 4. Rather,
the labels “not up” and “really not up” suggest that she experi-
enced the faces in her two negative piles as differing in intensity of
unpleasantness (although the faces she placed in this pile were not
rated as more intense by a separate group of healthy individuals).
Finally, as we discuss below, CP did not show a consistent pattern
of distinguishing scowling faces from other negative faces in the
subsequent sort tasks that she and FZ performed.

At first blush, it might also appear that both FZ and CP were
able to specifically perceive disgust because they placed all
wrinkled-nose faces in a single pile in the free sort task, but it is
unlikely that they were displaying discrete emotion perception.
When asked to perform later sorts (e.g., the number and word
anchored sorts), neither FZ nor CP continued to place wrinkled
nose faces into a single pile (e.g., see Figure 5for a depiction of
CP’s number-anchored sort, where she places wrinkled nose faces
in three of the four negative piles she creates), indicating instability
in their perception of these faces.

Face anchored sort. Like EG, FZ and CP completed the
face-anchored sort to ensure that they could in fact distinguish the
perceptual differences on the negative faces.3 Both FZ and CP
performed better on this task than they had on the emotion free sort
task (see Table 2), indicating that their performance on the emotion
free sort was unlikely to stem from the inability to detect percep-
tual differences on the faces. Like EG, their performance sug-
gested that they could detect differences between facial expres-
sions but did not understand the psychological meaning beyond
basic affective valence.

Number anchored sort. FZ and CP performed the number
anchored sort to provide additional support for the interpretation

3 FZ and CP performed the face-anchored sort after the number-
anchored sort, although we discuss their performance on the face-anchored
sort first for ease of comparison with EG (who did not perform a number-
anchor sort). Otherwise, the control sorts are discussed in the order in
which they were implemented during the testing session.

Figure 4. Patient’s performance on the emotion free sort task. In
EG’s free sort, the first pile contained predominantly happy faces, the
second pile contained predominantly neutral faces and the third pile con-
tained predominantly negative faces (scowling, pouting, wide-eyed, and
wrinkle-nosed faces). In FZ’s free sort, the first pile contained all happy
faces, the second pile contained all neutral faces, and the third and fourth
piles contained all negative faces. In CP’s free sort, the first pile contained
predominantly happy faces, the second pile contained all neutral faces, and
the third and fourth piles contained all negative faces.
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could detect perceptual differences in the expressions and match a
scowl to a scowl, a pout to a pout, etc. In light of these findings,
his performance on the free sort indicated that without access to
emotion concept knowledge, he did not understand the psycholog-
ical meaning of facial expressions at a level more nuanced than
simple affective valence.

Patients FZ and CP

Emotional free sort. Both FZ and CP performed similarly to
EG on the emotional free sort. FZ produced four piles (see Figure
4), which he labeled “happy,” “sad,” “normal,” and a fourth pile
that he variously called “sad,” “mad,” and “questioning” at differ-
ent points throughout the study (indicating that what these faces
shared in common was negative valence). Like EG, FZ made more

errors in which he confused negative faces with one another
(scowling, pouting, wide-eyed, and wrinkle-nosed faces) than did
controls, t(43) ! 2.53, p " .02 (see Table 1), but he never
confused negative faces for positive (smiling) faces.

CP made four piles (see Figure 4), which she labeled “funny/
happy,” “regular,” “not up,” and “really not up at all.” Like EG and
FZ, CP made more errors in which she confused negative faces
with one another (scowling, pouting, wide-eyed, and wrinkle-
nosed faces) than did controls, t(43) ! 1.60, p " .058, one-tailed
(see Table 1), but she rarely confused negative faces for positive
(smiling) faces. Although CP produced one pile that contained
predominantly scowling faces on the emotion free sort, we do not
think this is evidence that she understood the category of anger.
First, CP did not produce this pile spontaneously. She began the
task by sorting faces into three piles representing positive, neutral
and negative affect (Pile 3 and 4 were a single pile), but she
randomly split this negative pile into two negative piles following
a cue from researchers that she could check her piles before
moving on. The fact that she split her pile into additional piles
following a cue from the researchers suggests that she might have
realized that there should be more categories in the set (even if she
could not perceive them). Second, the name that CP spontaneously
used to label these two piles implies that she did not see the faces
in Pile 3 as categorically different from the faces in Pile 4. Rather,
the labels “not up” and “really not up” suggest that she experi-
enced the faces in her two negative piles as differing in intensity of
unpleasantness (although the faces she placed in this pile were not
rated as more intense by a separate group of healthy individuals).
Finally, as we discuss below, CP did not show a consistent pattern
of distinguishing scowling faces from other negative faces in the
subsequent sort tasks that she and FZ performed.

At first blush, it might also appear that both FZ and CP were
able to specifically perceive disgust because they placed all
wrinkled-nose faces in a single pile in the free sort task, but it is
unlikely that they were displaying discrete emotion perception.
When asked to perform later sorts (e.g., the number and word
anchored sorts), neither FZ nor CP continued to place wrinkled
nose faces into a single pile (e.g., see Figure 5for a depiction of
CP’s number-anchored sort, where she places wrinkled nose faces
in three of the four negative piles she creates), indicating instability
in their perception of these faces.

Face anchored sort. Like EG, FZ and CP completed the
face-anchored sort to ensure that they could in fact distinguish the
perceptual differences on the negative faces.3 Both FZ and CP
performed better on this task than they had on the emotion free sort
task (see Table 2), indicating that their performance on the emotion
free sort was unlikely to stem from the inability to detect percep-
tual differences on the faces. Like EG, their performance sug-
gested that they could detect differences between facial expres-
sions but did not understand the psychological meaning beyond
basic affective valence.

Number anchored sort. FZ and CP performed the number
anchored sort to provide additional support for the interpretation

3 FZ and CP performed the face-anchored sort after the number-
anchored sort, although we discuss their performance on the face-anchored
sort first for ease of comparison with EG (who did not perform a number-
anchor sort). Otherwise, the control sorts are discussed in the order in
which they were implemented during the testing session.

Figure 4. Patient’s performance on the emotion free sort task. In
EG’s free sort, the first pile contained predominantly happy faces, the
second pile contained predominantly neutral faces and the third pile con-
tained predominantly negative faces (scowling, pouting, wide-eyed, and
wrinkle-nosed faces). In FZ’s free sort, the first pile contained all happy
faces, the second pile contained all neutral faces, and the third and fourth
piles contained all negative faces. In CP’s free sort, the first pile contained
predominantly happy faces, the second pile contained all neutral faces, and
the third and fourth piles contained all negative faces.
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that they did not perceive six meaningful categories in the test
stimuli (even when they were cued to the correct number). FZ
made five piles corresponding to affect (one pile for smiling faces,
one for neutral faces, and four piles containing various mixes of
negative faces in which he confused scowling, pouting, wide-eyed,
and wrinkle-nosed faces; see Table 2 for errors). CP made six piles
corresponding to affect (one pile for smiling faces, one for neutral
faces, and four piles containing various mixes of negative faces in
which she confused scowling, pouting, wide-eyed, and wrinkle-
nosed faces; see Table 2 for errors). Notably, neither patient
seemed to think that six categories were appropriate for describing
the perceptual categories present in the face set. FZ chose not to
use the sixth anchor during his sort and CP spontaneously asked
why we had asked her to sort the stimuli into so many piles. This
number-anchor sort also allowed us to observe the instability in
both patients’ negative piles across sort tasks. For instance, al-
though CP produced one pile in the free sort that contained more
scowling faces than the other pile, these scowling faces were
distributed across three negative piles in the number anchored sort,
indicating that she did not in fact perceive them as members of a
single coherent emotion category (see Figure 5).

The instability in sorting that FZ and CP demonstrated from one
task to the next is similar to the instability in sorting that was
observed in the patient LEW, who became aphasic after a stroke
(Roberson, Davidoff, & Braisby, 1999). LEW produced different
piles when asked to sort faces across three different instances.
These findings suggest that without access to the meaning of
words, patients cannot make reliable psychological interpretations
of discrete emotional facial expressions across instances. In com-
parison with the earlier work with LEW, our findings are novel in
that our patients demonstrated stable affect perception across sort
tasks, even as they could not reliably distinguish sadness, fear,
disgust, and anger from one another across tasks. Moreover, unlike
LEW, who had deficits in lexical retrieval but not semantic mem-
ory, our patients’ lack of discrete emotion concept knowledge
availability provides the best test of the hypothesis that discrete
emotion concept knowledge is necessary for discrete emotion
perception (but not affect perception).

Word anchored sort. FZ and CP next performed the word
anchored sort to address the possibilities that (a) they did not find
discrete emotion categories to be the most “meaningful” categories
in the set, but could sort by these categories when prompted; and
(b) that they were merely unable to spontaneously retrieve the
words to support discrete emotion perception, but that they could
perform the task if we provided the correct words for them. Adding
emotion words to a discrete emotion perception task almost always
improves healthy adults’ performance: they are much more “ac-
curate” at detecting the discrete emotional meaning of a facial
action (e.g., a scowl) when asked to select the meaning from a list
of words (e.g., “anger,” “disgust,” “fear,” “happiness,” “sadness”)
than when they are asked to spontaneously generate the label
themselves (Russell, 1994). Adults also remember facial expres-
sions as being more intense exemplars of a particular discrete
emotion (e.g., happiness) when they have previously paired that
facial expression with a word (e.g., “happy”) than a nonword (e.g.,
a nonsense word; Halberstadt & Niedenthal, 2001; Halberstadt,
Winkielman, Niedenthal, & Dalle, 2009). Providing labels for
facial expressions can impose the perception of categories where it
did not exist before (Fugate et al., 2010) in healthy adults. Even
young children are more accurate when asked to match a face (e.g.,
scowl) to a word (e.g., “anger”) than when asked to match a face
to another face depicting the same expression (e.g., another scowl;
Russell & Widen, 2002). Yet anchoring the piles with emotion
words did not improve FZ’s and CP’s performance (see Table 2);
their error rate increased above the level observed in the face-

Table 2
Performance an all Emotion Sort Tasks

# piles NEG-NEUT POS-NEUT NEG-NEG NEUT-NEG POS-NEG NEG-POS NEUT-POS % total errors

FZ
Free sort 4 0% 0% 44.44% 0% 0% 0% 0% 44.44%
Number anchor 5 0% 0% 33.33% 0% 0% 2.78% 2.78% 38.89%
Face anchor 8 0% 0% 19.44% 0% 0% 0% 0% 19.44%
Word anchor 6 0% 0% 27.78% 0% 0% 2.78% 0% 30.56%

CP
Free sort 4 0% 0% 36.11% 0% 0% 2.77% 0% 38.89%
Number anchor 6 2.86% 0% 34.29% 0% 0% 0% 2.86% 39.00%
Face anchor 6 5.71% 0% 17.14% 0% 0% 0% 0% 22.00%
Word anchor 6 5.71% 0% 31.43% 0% 0% 0% 0% 36.00%

Figure 5. When asked to sort faces into six piles anchored with the
numbers 1–6, CP created one pile for positive faces, one for neutral faces
and four for negative faces. This task indicated the instability in her sorting
from one instance to the next.

T
hi

s
do

cu
m

en
t

is
co

py
ri

gh
te

d
by

th
e

A
m

er
ic

an
Ps

yc
ho

lo
gi

ca
l

A
ss

oc
ia

tio
n

or
on

e
of

its
al

lie
d

pu
bl

is
he

rs
.

T
hi

s
ar

tic
le

is
in

te
nd

ed
so

le
ly

fo
r

th
e

pe
rs

on
al

us
e

of
th

e
in

di
vi

du
al

us
er

an
d

is
no

t
to

be
di

ss
em

in
at

ed
br

oa
dl

y.

383EMOTION PERCEPTION IN SEMANTIC DEMENTIA



Quentin HuysHuman emotions SWC

Free sorting in remote cultures

Gendron et al., 2014

Figure 3 (opposite).
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Quentin HuysHuman emotions SWC

Facial emotion recognition

Jack et al., 2012 PNAS

emotional intensity across time (Materials and Methods, Model
Fitting). Fig. 3 summarizes the results (blue, WC; red, EA; P <
0.05). The temporal dynamics of the models revealed culture-spe-
cific representation of emotional intensity, as mirrored by popular
culture EA emoticons: In EA, (^.^) is happy and (>.<) is angry
(see also Movie S2 for examples of culture-specific use of the eyes
and mouth). The red face regions in Fig. 3 show that EA models
represent emotion intensity primarily with early movements of the
eyes in happy, fear, disgust, and anger, whereas WC models rep-
resent emotional intensity with other parts of the face.

Discussion
Using a FACS-based random facial expression generator and
reverse correlation, we reconstructed 3D dynamic models of the
six basic facial expressions of emotion in Western Caucasian and
East Asian cultures. Analysis of the models revealed clear cultural
specificity both in the groups of facial muscles and the temporal
dynamics representing basic emotions. Specifically, cluster anal-
ysis showed that Western Caucasians represent the six basic
emotions each with a distinct set of facial muscles. In contrast, the
East Asian models showed less distinction, characterized by
considerable overlap between emotion categories, particularly for
surprise, fear, disgust, and anger. Cross-cultural analysis of the
temporal dynamics of the models showed cultural specificity
where (in the face) and when facial expressions convey emotional
intensity. Together, our results show that facial expressions of
emotion are culture specific, refuting the notion that human

emotion is universally represented by the same set of six distinct
facial expression signals.
To understand the implications of our results, it is important

to first highlight the fundamental relationship between the per-
ception and production of facial expressions. Specifically, the
facial movements perceived by observers reflect those produced
in their social environment because signals designed for com-
munication (and therefore recognition) are those perceived by
the observer. That is, one would question the logic and adaptive
value of an expressive signal that the receiver could not or does
not perceive. Thus, the models reconstructed here reflect the
experiences of individual observers interacting with their social
environment and provide predictive information to guide cog-
nition and behavior. These dynamic mental representations,
therefore, reflect both the past experiences and future expect-
ations of basic facial expressions in each culture.
Cultural specificity in the facial expression models therefore

likely reflects differences in the facial expression signals trans-
mitted and encountered by observers in their social environment.
For example, cultural differences in the communication of
emotional intensity could reflect the operation of culture-specific
display rules (25) on the transmission (and subsequent experi-
ence) of facial expressions in each cultural context. For example,
East Asian models of fear, disgust, and anger show characteristic
early signs of emotional intensity with the eyes, which are under
less voluntary control than the mouth (26), reflecting restrained
facial behaviors as predicted by the literature (27). Similarly,
culture-specific dialects (28) or accents (29) would diversify basic
facial expression signals across cultures, giving rise to cultural
hallmarks of facial behavior. For example, consider the “happy”
models in Fig. 3—East Asian models show an early increased
activation of the orbicularis oculi muscle, pars lateralis (action unit
6) which typifies “genuine” smiles (26, 30).
Are the six basic emotions universal? We show that six clusters

are optimal to characterize theWestern Caucasian facial expression
models, thus supporting the view that human emotion is composed
of six basic categories (24, 31–33). However, our data show that this
organization of emotions does not extend to East Asians, ques-
tioning the notion that these six basic emotion categories are uni-
versal. Rather, our data reflect that the six basic emotions (i.e.,
happy, surprise, fear, disgust, anger, and sad) are inadequate to
accurately represent the conceptual space of emotions in East
Asian culture and likely neglect fundamental emotions such as
shame (34), pride (35), or guilt (36). Although beyond the scope of
the current paper, such questions can now be addressed with our
platform by constructing a more diverse range of facial expression
models that accurately reflect social communication in different
cultures beyond the six basic categories reported in the literature.
In sum, our data directly show that across cultures, emotions

are expressed using culture-specific facial signals. Although some
basic facial expressions such as fear and disgust (2) originally
served as an adaptive function when humans “existed in a much
lower and animal-like condition” (ref. 1, p. 19), facial expression
signals have since evolved and diversified to serve the primary
role of emotion communication during social interaction. As a
result, these once biologically hardwired and universal signals
have been molded by the diverse social ideologies and practices
of the cultural groups who use them for social communication.

Materials and Methods
Observers. We screened and recruited 15 Western Caucasian (European, six
males, mean age 21.3 y, SD 1.2 y) and 15 East Asian (Chinese, seven males,
mean age 22.9 y, SD 1.3 y). All EA observers had newly arrived in a Western
country (mean residence 5.2 mo, SD 0.94 mo) with International English
Language Testing System score ≥6.0 (competent user). All observers had
minimal experience of other cultures (as assessed by questionnaire; SI Ob-
server Questionnaire), normal or corrected-to-normal vision, gave written
informed consent, and were paid £6/h in an ethically approved experiment.

Fig. 1. Random generative grammar of facial movements and the percep-
tual categorization of emotions. (Stimulus) On each experimental trial, the
facial movement generator randomly selected a subset of facial movements,
called action units (AUs) (here, AU9 color coded in red, AU10 Left in green,
and AU17 in blue) and values specifying the AU temporal parameters (see
color-coded temporal curves). On the basis of these parameters, the gener-
ator rendered a three-dimensional facial animation of random facial
movements, illustrated here with four snapshots. The color-coded vector
Below represents the 3 (of 41) randomly selected AUs comprising the stim-
ulus on this illustrative experimental trial. (Mental representations) Ob-
servers categorized each random facial animation according to the six basic
emotion categories (plus “don’t know”) and rated the emotional intensity
on a five-point scale. Observers will interpret the random facial animation as
a meaningful facial expression (here, “disgust,” “medium intensity”) when
the facial movements correspond to the observer’s mental representation
of that facial expression. Each observer (15 Western Caucasian and 15
East Asian) categorized 4,800 such facial animations of same and other-
race faces.

7242 | www.pnas.org/cgi/doi/10.1073/pnas.1200155109 Jack et al.
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Facial emotion recognition

Jack et al., 2012 PNASStimuli. On each experimental trial, a 4D photorealistic facial animation gen-
erator (18) randomly selected, from41 core actionunits (AUs) (37), a subsample
of AUs from a binomial distribution (n = 5, P = 0.6, median = 3). For each AU,
the generator selected random values for each of the six temporal parameters

(onset/peak/offset latency, peak amplitude, acceleration, and deceleration)
from a uniform distribution. We generated time courses for each AU using
a cubic Hermite spline interpolation (five control points, 30 time frames). To
generate unique identities on each trial, we first obtained eight neutral ex-
pression identities per race (white WC: four female, mean age 23 y, SD 4.1 y;
Chinese EA: four female, mean age 22.1 y, SD 0.99 y) under the same con-
ditions of illumination (2,600 lx) and recoding distance (143 cm; Dimensional
Imaging) (38). Before recording, posers removed any makeup, facial hair, vis-
ible jewelry, and/or glasses, and removed the visibility of head hair using a cap.
We then created, for each race of face, two independent “identity spaces”
for each sex using the correspondent subset of base identities and the shape
and Red-Green-Blue (RGB) texture alignment procedures (18). We defined all
points in the identity space by a [4 identities × 1] unit vector, where each entry
corresponded to the weights assigned to each individual identity in a linear
mixture. We then randomly selected each unit vector from a uniform distri-
bution and constructed the neutral base shape and RGB texture accordingly.
Finally, we retargeted the selected temporal dynamic parameters for each AU
onto the identity created and rendered all facial animations using 3ds Max.

Procedure.Observers viewed stimuli on a black background displayed on a 19-
inch flat panel Dell monitor with a refresh rate of 60 Hz and resolution of
1,024 × 1,280. Stimuli appeared in the central visual field and remained
visible until the observer responded. A chin rest ensured a constant viewing
distance of 68 cm, with images subtending 14.25° (vertical) and 10.08°
(horizontal) of visual angle, reflecting the average size of a human face (39)
during natural social interaction (40). We randomized trials within each
block and counterbalanced (race of face) blocks across observers in each
cultural group. Before the experiment, we established familiarity with the
emotion categories by asking observers to provide correct synonyms and
descriptions of each emotion category. We controlled stimulus presentation
using Matlab 2009b.

Model Fitting. To construct the facial expression models for each observer,
emotion, and intensity level, we followed established model fitting proce-
dures (18). First, we performed a Pearson correlation between the binary
activation parameter of each AU and the binary response variable for each
of the observers’ emotion responses, thus producing a 41-dimensional vector
detailing the composition of facial muscles. To model the dynamic compo-
nent of the models, we then performed a linear regression between each of
the binary emotion response variables and the six temporal parameters for

Fig. 2. Cluster analysis and dissimilarity matrices of theWestern Caucasian and East Asian models of facial expressions. In each panel, vertical color-coded bars show
the kmeans (k=6) clustermembership of eachmodel. Each 41-dimensionalmodel (n =180per culture) corresponds to the emotion category labeledAbove (30models
per emotion). The underlying gray-scale dissimilarity matrices represent the Euclidean distances between each pair of models, used as inputs to k-means clustering.
Note that, in theWestern Caucasian group, the lighter squares along thediagonal indicate highermodel similaritywithin each of the six emotion categories compared
with the East Asianmodels. Correspondingly, k-means cluster analysis shows that theWestern Caucasianmodels form six emotionally homogenous clusters (e.g., all 30
“happy” models belong to the same cluster, color-coded in purple). In contrast, the East Asian models show considerable model dissimilarity within each emotion
category and overlap between categories, particularly for “surprise,” “fear,” “disgust,” “anger,” and “sad” (note the heterogeneous color coding of these models).

Fig. 3. Spatiotemporal location of emotional intensity representation in
Western Caucasian and East Asian culture. In each row, color-coded faces show
the culture-specific spatiotemporal location of expressive features representing
emotional intensity, for eachof the six basic emotions. Color coding is as follows:
blue, Western Caucasian; red, East Asian, where values reflect the t statistic. All
color-coded regions show a significant (P < 0.05) cultural difference as indicated
by asterisks labeled on the color bar. Note for the EA models (i.e., red face
regions), emotional intensity is representedwith characteristic early activations.
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Figure 1. Participants viewed the same film three times in a row under one of six instructional orders, as shown in this schematic of the
study design.

179
R

E
SPO

N
SE

C
O

H
E

R
E

N
C

E
IN

E
M

O
T

IO
N



Quentin HuysHuman emotions SWC

Physiological correlates?

Mauss et al., 2005; Cacioppo et al., 2010

‣ Weak correlations 
between experience, 
facial expression & 
physiology

Figure 1. Participants viewed the same film three times in a row under one of six instructional orders, as shown in this schematic of the
study design.

179
R

E
SPO

N
SE

C
O

H
E

R
E

N
C

E
IN

E
M

O
T

IO
N

Figure 2. Panels (a) through (g): average continuous plots for (a) amusement experience, (b) sadness
experience, (c) amusement behavior, (d) sadness behavior, (e) cardiovascular activation, (f) skin conductance
level, and (g) somatic activity. Lines represent 3-s moving averages, averaged across all 59 participants.
Behavior ratings and physiological responding correspond to the first film viewing; experience ratings corre-
spond to the first (for Groups 4–6) or the second (for Groups 1 and 2) film viewing (depending on when the
emotion in question was first rated; see Figure 1 for groups).
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Are there specific neural circuits for 

Linquist et al., 2012 Behavioral and Brain Sciences

voxels during instances of disgust experience than during
the experience of anger, fear, happiness or sadness
(Table 2). Those voxels were not functionally specific to
instances of disgust experience, however (Fig. 6; Fig. S2).
Finally, as compared to other brain regions, a voxel in
L. amygdala had more consistent increases in activation
during instances of sadness perception than during the per-
ception of other emotion categories (Table 1). An insignif-
icant x2 analysis revealed that this voxel was not
functionally selective for instances of sadness, however.

Our logistic regressions confirmed and expanded upon
our density and x2 findings. There was more likely to be
increased activity in the L. amygdala when participants
were perceiving instances of fear or experiencing instances
of disgust than when perceiving or experiencing any other
emotion categories (Fig. 5; Table S6). These findings are
consistent with the psychological constructionist hypothesis
that the amygdala responds to salient perceptual stimuli
because contrasts in our database that assessed the percep-
tion of fear and experience of disgust tended to use visual
stimuli that are novel or unfamiliar to participants.6 Findings
for the R. amygdala also supported a psychological construc-
tionist view. Increases in activity in the R. amygdala were
likely when participants were experiencing or perceiving
instances of any highly arousing emotion category (i.e.,
anger, disgust, fear) (Fig. 5; Table S6). There was likely to
be no increase in activity in the L. amygdala when partici-
pants were focusing on their internal state (i.e., when
emotion experience was induced via recall of a personal
event and mental imagery; Fig. 5; Table S6). This finding
replicates prior meta-analytic evidence (Costafreda et al.

2008) and is consistent with our hypothesis that the amyg-
dala responds preferentially to salient exteroceptive
(vs. interoceptive) sensations.

5.2. The anterior insula

Locationist accounts hypothesize that the anterior insula
(Fig. 1, green) is the brain basis of disgust (e.g., Jabbi
et al. 2008; Wicker et al. 2003; for reviews, see
Calder et al. 2001; Calder 2003) based on the belief that
disgust evolved from a primitive food rejection reflex
(Rozin et al. 2000) or bodily aversion to disease-threat
(e.g., Curtis et al. 2004). Individuals with damage to the
anterior insula and basal ganglia have difficulty perceiving
instances of disgust in facial and vocal caricatures (Adolphs
et al. 2003; Calder et al. 2000). They also report experien-
cing less disgust in response to scenarios about body pro-
ducts, envelope violation, and animals that typically evoke
disgust in people with intact insulas (Calder et al. 2000).
Individuals with neurodegenerative diseases affecting the
insula and basal ganglia (such as Huntington’s and Parkin-
son’s disease) also show diminished experiences of disgust
to foul smelling odors (Mitchell et al. 2005) and have diffi-
culty perceiving instances of disgust in the faces of others
(e.g., Kipps et al. 2007; Sprenglemeyer et al. 1996; 1998;
Suzuki et al. 2006; see Calder et al. 2001; Sprengelmeyer
2007, for reviews), although the specificity of these findings
remains in question (e.g., Calder et al. 2010; Milders et al.
2003). Patients who received electrical stimulation to the
anterior insula reported visceral sensations consistent
with (but not specific to) the experience of disgust (e.g.,

Figure 6. Proportion of Study Contrasts with Increased Activation in Four Key Brain Areas. The y-axes plot the proportion of study
contrasts in our database that had increased activation within 10 mm of that brain area. The x-axes denote the contrast type separated by
experience (exp) and perception (per). All brain regions depicted are in the right hemisphere. See Figures S2 and S3 in supplementary
materials, available at http://www.journals.cambridge.org/bbs2012008, for additional regions. A color version of this image can be
viewed in the online version of this target article at http://www.journals.cambridge.org/bbs.

Lindquist et al.: The brain basis of emotion
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Can specific emotions be decoded?

Wager et al., 2015 PLoS Comp Biol

for more details). At Level 1 is the individual study data, in the form of peak coordinate loca-
tions. Level 2 models the activation centers across study with a data-generating focus that can
result in variable numbers of reported locations depending on the smoothness in the image
and analysis/reporting choices. Level 3 models the location of ‘true’ population centers for each
emotion category with a probability distribution over space specified by the model.

The model parameters—including the number and locations of population centers and spa-
tial variation at study and peak levels—were estimated by fitting the model to peak activation
coordinates from our database using Markov Chain Monte Carlo (MCMC) sampling with a
generative birth-and-death algorithm for population centers. The MCMC procedure draws
samples from the joint posterior distribution of the number and locations of peak activations
in the brain given an emotion category. The posterior distribution is summarized in part by the
intensity function map representing the spatial posterior expected number of activation or pop-
ulation centers in each area across the brain given the emotion category; this can be used to in-
terpret the activation pattern characteristic of an emotion category (Fig. 1A). Since the BSPP
models the joint distribution of the number and locations of a set of peak coordinates, the pos-
terior distribution also includes information about the co-activation across voxels; thus,
MCMC samples drawn from it can be used to infer on the co-activation patterns and network
properties for each emotion category (discussed below).

Fig 1. Classification of emotion category using the Bayesian Spatial Point Processmodel. A) A schematic of the method, which models the population
density of activation across the brain with a sparse set of multivariate Gaussian distributions at two levels (study center and population center). The intensity
function map summarizes the expected frequency of activation conditional on an emotion category. The model also represents the joint activation across
multiple brain regions, which is not captured in the intensity map. The model can also be used for classification by calculating the conditional likelihood of
each emotion category given a set of foci using Bayes’ rule. B) Confusion matrix for the 5-way classification of emotion category based on the model.
Diagonal entries reflect classification accuracy. C) The intensity maps for each of the 5 emotion categories. Intensity maps are continuous over space, and
their integral over any portion of the brain reflects the expected number of activation centers in that area for all studies with a particular emotion. The maps are
thresholded for display at a voxel-wise intensity of 0.001 or above.

doi:10.1371/journal.pcbi.1004066.g001

Decoding Emotion Categories

PLOS Computational Biology | DOI:10.1371/journal.pcbi.1004066 April 8, 2015 5 / 27

for more details). At Level 1 is the individual study data, in the form of peak coordinate loca-
tions. Level 2 models the activation centers across study with a data-generating focus that can
result in variable numbers of reported locations depending on the smoothness in the image
and analysis/reporting choices. Level 3 models the location of ‘true’ population centers for each
emotion category with a probability distribution over space specified by the model.

The model parameters—including the number and locations of population centers and spa-
tial variation at study and peak levels—were estimated by fitting the model to peak activation
coordinates from our database using Markov Chain Monte Carlo (MCMC) sampling with a
generative birth-and-death algorithm for population centers. The MCMC procedure draws
samples from the joint posterior distribution of the number and locations of peak activations
in the brain given an emotion category. The posterior distribution is summarized in part by the
intensity function map representing the spatial posterior expected number of activation or pop-
ulation centers in each area across the brain given the emotion category; this can be used to in-
terpret the activation pattern characteristic of an emotion category (Fig. 1A). Since the BSPP
models the joint distribution of the number and locations of a set of peak coordinates, the pos-
terior distribution also includes information about the co-activation across voxels; thus,
MCMC samples drawn from it can be used to infer on the co-activation patterns and network
properties for each emotion category (discussed below).

Fig 1. Classification of emotion category using the Bayesian Spatial Point Processmodel. A) A schematic of the method, which models the population
density of activation across the brain with a sparse set of multivariate Gaussian distributions at two levels (study center and population center). The intensity
function map summarizes the expected frequency of activation conditional on an emotion category. The model also represents the joint activation across
multiple brain regions, which is not captured in the intensity map. The model can also be used for classification by calculating the conditional likelihood of
each emotion category given a set of foci using Bayes’ rule. B) Confusion matrix for the 5-way classification of emotion category based on the model.
Diagonal entries reflect classification accuracy. C) The intensity maps for each of the 5 emotion categories. Intensity maps are continuous over space, and
their integral over any portion of the brain reflects the expected number of activation centers in that area for all studies with a particular emotion. The maps are
thresholded for display at a voxel-wise intensity of 0.001 or above.

doi:10.1371/journal.pcbi.1004066.g001

Decoding Emotion Categories

PLOS Computational Biology | DOI:10.1371/journal.pcbi.1004066 April 8, 2015 5 / 27

Network Co-activation Differences among Emotion Categories
One of the important differences between the BSPP model and previous meta-analytic ap-
proaches is that is it sensitive to co-activation patterns across regions. By saving the average in-
tensity values for each region/network from each MCMC iteration, we were able to estimate
the co-activation intensity as the correlation between average intensity values for each pair of
regions. We used a permutation test to threshold the co-activation estimates (using the most
stringent of the q<. 05 FDR-corrected thresholds across categories).

Fig. 3 shows that each emotion category was associated with a qualitatively different config-
uration of co-activation between cortical networks and subcortical brain regions. In Fig. 3A,
force-directed graphs of the relationships among the 49 anatomical regions/networks demon-
strate very different topological configurations for the five emotion categories. In these graphs,

Fig 3. Co-activation graphs for each emotion category. A) Force-directed graphs for each emotion category, based on the Fruchterman-Reingold spring
algorithm (134). The nodes (circles) are regions or networks, color-coded by anatomical system. The edges (lines) reflect co-activation between pairs of
regions or networks, assessed based on the joint distribution of activation intensity in the Bayesian model (Pearson’s r across all MCMC iterations) and
thresholded at P<. 05 corrected based on a permutation test. The size of each circle reflects its betweenness-centrality (48, 49), a measure of how strongly it
connects disparate networks. (B) The same connections in the anatomical space of the brain. One location is depicted for each cortical network for
visualization purposes, though the networks were distributed across regions (see Fig 3A). C) Global network efficiency (see refs. (135, 136)) within (diagonal
elements) and between (off-diagonals) brain systems. Global efficiency (135, 136) is defined as the inverse of the average minimum path length between all
members of each group of regions/nodes. Minimum path length is the minimum number of intervening nodes that must be traversed to reach one node from
another, counting only paths with statistically significant associations and with distance values proportional to (2—Pearson’s r), rather than binary values, to
better reflect the actual co-activation values. Higher efficiency reflects more direct relationships among the systems. Values of 0 indicates disjoint systems,
with no significant co-activation paths connecting any pair of regions/networks, and values of 1 indicate the upper bound of efficiency, with a perfect
association between each pair of regions. Co-activation is related to connectivity and network integration, though all fMRI-based connectivity measures only
indirectly reflect actual neural connections. Efficiency is related to the average correlation among regions (r = 0.76) but not the average intensity (r = 0.02; see
S5 Fig).

doi:10.1371/journal.pcbi.1004066.g003
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Emotion-Predictive Brain Patterns: Relationships to Known Intrinsic
Networks
To characterize the BSPP intensity maps, we calculated the mean intensity for each emotion
category in 49 a priori regions and networks, which together covered the entire brain (Fig. 2A).
For cortical, basal ganglia, and cerebellar networks, we used results from Buckner and col-
leagues [42–44], who identified seven networks with coherent resting-state connectivity across
1,000 participants. Each of the seven included a cortical network and correlated areas within
the basal ganglia (BG) and cerebellum. We supplemented these networks with anatomical sub-
regions within the amygdala, hippocampus, thalamus, and the brainstem and hypothalamus.
We tested whether a) broad anatomical divisions (e.g., cortex, amygdala) showed different
overall intensity values across the five emotion categories; and b) whether the ‘signature’ of ac-
tivity across networks within each division differed significantly across emotions (S3 Table).
Our broad goal, however, was not to exhaustively test all emotion differences in all regions, but
to provide a broad characterization of each emotion category and which brain divisions are im-
portant in diagnosing them.

Fig 2. Emotion-predictive patterns of activity across cortical networks and subcortical regions. A) Left: Seven resting-state connectivity networks
from the Buckner Lab with cortical, basal ganglia, and cerebellar components. Colors reflect the network membership. Right: Published anatomical
parcellations were used to supplement the resting-state networks to identify sub-regions in amygdala (131), hippocampus (131, 132), and thalamus (133).
dAN: dorsal attention network; Def: default mode network; FPN: fronto-parietal network; Limbic: limbic network; SMN: somatomotor network; vAN: ventral
attention network; Vis: visual network. B) The profile of activation intensity across the 7 cortical and basal ganglia resting-state networks, and anatomical
amygdalar and thalamic regions. Colors indicate different emotion categories, as in Fig. 1. Red: anger; green: disgust; purple: fear; yellow: happiness; blue:
sadness. Values farther toward the solid circle indicate greater average intensity in the network (i.e., more expected study centers). C) Two canonical
patterns estimated using non-negative matrix factorization, and the distribution of intensity values for each emotion across the two canonical patterns. The
colored area shows the 95% joint confidence interval (confidence ellipsoids) derived from the 10,000 Markov chain Monte Carlo samples in the Bayesian
model. Non-overlapping confidence ellipsoids indicate significant differences across categories in the expression of each profile.

doi:10.1371/journal.pcbi.1004066.g002
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Is the amygdala necessary for fear?

Feinstein et al., 2012 Nat. Neurosci.; Khalsa et al., 2016 J. Neurosci.

amygdala activation in response to ex-
teroceptive threat, with a pronounced hy-
peractivity observed in patients with
anxiety (Büchel et al., 1999; Etkin and
Wager, 2007; Davis et al., 2010; Mobbs et
al., 2010). Converging evidence in hu-
mans with amygdala damage found that
these patients often exhibit exteroceptive
deficits in fear processing along with a re-
duced propensity to experience fear and
post-traumatic stress (Hamann et al.,
1996; Adolphs et al., 2005; Koenigs et al.,
2008; Feinstein et al., 2011). It is unclear to
what extent similar fear deficits extend to
the interoceptive domain in humans.

Two reports of fear and panic in hu-
mans with bilateral amygdala damage
suggest the amygdala may not be required
for aversive visceral emotional experi-
ences. Wiest et al. (2006) described an in-
dividual with bilateral amygdala damage
due to Urbach–Wiethe Disease (UWD)
who spontaneously developed recurrent panic attacks character-
ized by palpitations, dyspnea, and fear of dying, suggesting that
anxiety circuitry beyond the amygdala generated the patient’s
psychopathology. In an experimental study, Feinstein et al.
(2013) demonstrated that inhalation of an air mixture containing
35% carbon dioxide (CO2) elicited panic attacks in patients with
amygdala damage due to UWD, accompanied by reports of pal-
pitations, dyspnea, dizziness, trembling, derealization, fear of dy-
ing, and escape behaviors including gasping, distressed facial
expressions, and withdrawal responses.

Because CO2 has multiple actions on the peripheral nervous
system and CNS—mechanoreceptive stimulation of the airways,
activation of chemoreceptors in the aortic and carotid bodies,
and central chemosensory effects via brainstem chemoreceptors,
circumventricular and subfornical organ stimulation, and acid
sensing ion channel agonism (Nattie, 1999; Ziemann et al., 2009;
Colasanti et al., 2012)—it is unclear which pathways may have
contributed to the observed panic responses in the prior reports.
Here we aimed to determine whether induction of a subset of
panic symptoms, principally palpitations and dyspnea, via a non-
chemosensory peripheral pathway would be sufficient to elicit
panic anxiety in the same pair of UWD patients tested previously
(B.G. and A.M.).

To induce palpitations and dyspnea we selected isoproterenol,
a rapid peripherally acting !-adrenergic agonist. There is a his-
torical precedent for studying cardiorespiratory sensations in
relation to emotion. This is most clearly articulated in the James–
Lang theory of emotion, according to which the induction of
interoceptive sensations is critical to feeling emotion (James,
1884; Lang, 1885). Likewise, classic experimental findings by
Schachter and Singer (1962) demonstrated that modulation of
the periphery via subcutaneous administration of adrenaline
could induce emotional changes (but see Maranon, 1924; Cantril
and Hunt, 1932). Here we asked whether visceral signals emitted
from the body periphery can be translated into an emotional
experience of fear and panic anxiety, even in individuals lacking
an amygdala, a brain structure theorized to be instrumental in
this translation.

Although the central amygdala has a well established viscero-
motor role for triggering adrenergic bodily changes in response
to salient exteroceptive stimuli (Davis and Whalen, 2001), there

is also a convergence of viscerosensory inputs to the basolateral
amygdala (Cechetto, 1987). Thus, it is unclear to what extent the
amygdala may play a role in the perception of visceral sensations
(i.e., interoception).

Based on our previous research using CO2 (Feinstein et al.,
2013), we predicted that isoproterenol-induced interoceptive
sensations might be sufficient to elicit anxiety and panic in hu-
mans with bilateral amygdala damage. Based on our previous
research using isoproterenol (Khalsa et al., 2009a), we predicted
that individuals with focal bilateral amygdala damage might also
demonstrate impaired cardiorespiratory interoception.

Materials and Methods
Participants received bolus intravenous infusions of either isoproterenol
(a ! adrenergic agonist similar to epinephrine) or saline, and rated their
affective and sensory experiences during two experimental conditions.
The first consisted of a panic induction protocol using isoproterenol
infusion. The second entailed assessment of cardiorespiratory interocep-
tion during isoproterenol infusion.

We chose isoproterenol for several reasons. First, its peripheral mech-
anism of action (Murphy and Johanson, 1985; Borges et al., 1999) pro-
vides a potent probe of afferent interoceptive processing (Khalsa et al.,
2009b). Second, this approach likely bypasses chemosensory pathways
stimulated by CO2 inhalation (Maddock and Carter, 1991) and lactate
infusion (Liebowitz et al., 1984; Maddock et al., 2013). Third, isoproter-
enol has demonstrated efficacy as a panicogen (Pohl et al., 1988).

Participants were not informed of whether they were receiving saline
or isoproterenol at the time of individual infusions (i.e., infusion identity
was masked), though they were informed during the consent process that
they would receive both at some point during the experiment. The study
was approved by the Institutional Review Board of the University of
California Los Angeles. All participants provided written informed con-
sent and received compensation for their participation.

Experiment 1: panic induction. We recruited two 39-year-old monozy-
gotic twin females with bilateral amygdala lesions due to UWD (patients
B.G. and A.M.). Both patients did not meet criteria for any psychiatric
disorder and were not taking any psychotropic medications at the time of
evaluation, and both were otherwise physically and neurologically
healthy. The neuroanatomical characteristics of their lesions as well as
their case histories and neuropsychological profiles have been well char-
acterized in a prior report (Becker et al., 2012). To further delineate the
extent of their amygdala damage, high-resolution T1-weighted structural
MRI scans of both twins were acquired on a 3T GE MR750 Scanner (Fig.
1). Fifteen neurologically and psychiatrically healthy female participants

Figure 1. High-resolution structural MRI scans acquired during the same time period as the isoproterenol experiment revealed
identical focal bilateral lesions of the amygdala in patients B.G. and A.M. (as highlighted by the red, dashed circles). For a more
detailed neuroanatomical characterization of these lesions, see Becker et al. (2012).
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(mean age ! SD " 22.3 ! 4.5 years) were drawn from another unpub-
lished study with the same protocol, and their data are included simply to
illustrate the efficacy of bolus isoproterenol infusions in inducing panic
anxiety in a neurologically intact sample. All participants received bolus
intravenous infusions in the same fixed order, single blinded, as follows:
0.1 !g ¡ saline ¡ 4 !g. This infusion order was selected so that the first
several infusions could: (1) rule out the possibility of adverse (i.e., aller-
gic) reactions to the isoproterenol itself, and (2) acclimatize participants
to the experimental setup so that any noticeable experience of anxiety
was related specifically to the experience of isoproterenol rather than
anticipatory anxiety to the infusion environment in general. The 4 !g
bolus dose was selected to maximize the likelihood of inducing panic
anxiety on the basis of: (1) safety, (2) tolerability, and (3) similar heart
rate response to studies using continuous isoproterenol infusion (Nesse
et al., 1984). Two minutes after receiving each infusion participants com-
pleted a panic symptom rating scale containing all 13 DSM-5 symptoms
of a panic attack (Craske et al., 2010). To operationalize the experience of
panic anxiety we included several variants in terminology (Adolphs,
2013; LeDoux, 2013). In addition to measuring levels of self-reported
panic, we recorded levels of fear and anxiety by having participants col-
lectively rate the terms “scared, fearful or afraid” and “anxious, tense or
nervous.” To avoid implicitly priming participants toward these variants,
we also assessed levels of changes in other emotions, both positive and
negative, that we did not expect to be altered by isoproterenol (e.g.,
“angry, irritated or mad,” “disgusted, grossed out or repulsed,” and
“happy, excited or euphoric”). Each emotion and panic symptom rating
could range from 0 (“not at all” or “none”) to 10 (“extremely” or “most
intense ever”), respectively. To define whether panic attacks had oc-
curred during each infusion, intensity rating increases of 50% or more
(i.e., "5 point increase on the 0 –10 scale) in four or more panic symp-
toms were required compared with pre-infusion ratings (similar to Balon
et al., 1988; Pohl et al., 1988).

Experiment 2: interoception assessment. This experiment tested patients
B.G. and A.M., along with 16 sex-matched neurologically and psychiat-

rically healthy female participants (mean age !
SD " 38.2 ! 12.2 years). Each participant re-
ceived a total of 14 bolus intravenous infusions,
double-blinded, in random order: seven iso-
proterenol infusions (0.1, 0.25, 0.5, 0.75, 1, 2,
and 4 !g) and seven saline infusions. Partici-
pants were instructed to rotate a dial to rate
their moment-to-moment experience of the
overall intensity of heartbeat and breathing
sensations during each 2 min period following
infusion administration. Dial ratings could
range from 0 (“none or normal”) to 10 (“most
intense ever”). Participants were told to turn
the dial #0 only if they noticed an increase in
sensation due to the infusion; any dial turn
above zero was considered a detection of
isoproterenol-induced cardiorespiratory sen-
sation. After each infusion period, participants
retrospectively rated their experience of heart-
beat and breathing sensations. This approach is
identical to our previous studies of cardiorespi-
ratory interoception in healthy individuals
(Khalsa et al., 2009b), brain injured individuals
(Khalsa et al., 2009a), and individuals with an-
orexia nervosa (Khalsa et al., 2015).

Apparatus and screening. Physiological
data including heart rate, respiratory rate
and skin conductance were continuously
recorded during all infusions with a
MP150 acquisition unit (Biopac Systems).
All participants were screened for cardiac or
respiratory disease, and all demonstrated
normal physical exams and normal 12 lead
electrocardiograms.

Skin conductance response. Skin conductance
response (SCR) amplitudes were calculated by

subtracting the minimum SCR value from the maximum value occurring
during a defined 90 s postinfusion response window. To control for
nonspecific SCRs induced by the infusion environment, SCR amplitude
change was calculated by subtracting SCR amplitude for the saline infu-
sion from the 4 !g infusion. This yielded a measure of SCR change
specifically due to the isoproterenol infusion. SCRs were measured from
electrodes placed on the thenar and hypothenar eminence. As we have
previously had difficulty obtaining SCR measures from this hand region
in patient B.G. (Feinstein et al., 2013), we instead measured SCRs in this
patient via electrode placement on the plantar surface of the foot (an-
other region with concentrated eccrine sweat glands). This approach has
been successfully demonstrated in other patient populations prone to
developing skin changes in the hand and foot regions (Gulbandilar et al.,
2008).

Interoception measures. We assessed numerous facets of interoception
(Khalsa et al., 2015). We determined interoceptive detection thresholds
by dichotomizing dial ratings using custom MATLAB scripts. Organ-
specific interoceptive symptom magnitudes were determined via retro-
spective baseline adjusted ratings of palpitation and dyspnea intensity.
Cardiorespiratory interoceptive accuracy for each dose was indexed by zero-
order cross-correlations between mean-centered dial ratings and mean-
centered instantaneous heart rate changes occurring during each 2 min
infusion interval. The zero-order cross-correlation compares the degree of
similarity between two different waveforms as they have occurred naturally
in time, thus providing an ecological and temporally valid measure of the
relationship between these subjective and objective datasets.

Statistical analysis. To compare the scores of the amygdala patients
with those from the comparison groups, we applied parametric anal-
yses using t-tests. Two-tailed tests were used to assess the effect of
isoproterenol-induced heart rate changes, and one-tailed tests were used
to assess for IA deficits. We selected the corrected t tests developed by
John Crawford (Crawford and Garthwaite, 2002; Crawford et al., 2003)
over the traditional Z-score method as they allow evaluation of a given

Figure 2. Panic anxiety during bolus isoproterenol infusion. Participants received a 4 !g bolus of isoproterenol administered in
a single-blinded manner and retrospectively rated symptoms on a panic attack checklist. They were dichotomized as panickers or
non-panickers according to whether they met standard criteria for a panic attack. Under these criteria, 4 of 15 comparison subjects
panicked (26.7%). One twin with bilateral amygdala lesions panicked (B.G.), whereas the other did not (A.M.). Both twins en-
dorsed increased anxiety, as well as palpitations and shaking during the isoproterenol infusion. One twin (B.G.) reported prominent
respiratory symptoms of dyspnea and choking sensations, whereas the other reported none whatsoever (A.M.). In contrast, all of
the healthy comparisons reported increased dyspnea (i.e., rated a " 1 of 10) at this dose. Symptoms are grouped into different colors
according to category: cardiorespiratory (red), somatic (gray), cognitive (green), and emotional (blue). Error bars indicate SEM.
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A substantial body of evidence has emphasized the importance of 
the amygdala in fear1,2. In animals, amygdala-restricted manipula-
tions interfere with the acquisition, expression and recall of condi-
tioned fear and other forms of fear and anxiety-related behaviors1. 
In humans, focal bilateral amygdala lesions are extraordinarily rare, 
and such cases have been crucial for understanding the role of the 
human amygdala in fear2. The most intensively studied case is patient 
SM, whose amygdala damage stems from Urbach-Wiethe disease 
(Supplementary Fig. 1). Previous studies have shown that patient 
SM does not condition to aversive stimuli3, fails to recognize fear-
ful faces2 and demonstrates a marked absence of fear during expo-
sure to a variety of fear-provoking stimuli, including life-threatening 
traumatic events4. Patients with similar lesions have largely yielded 
similar results5,6.

One stimulus not previously tested in humans with amygdala dam-
age is CO2 inhalation. Inhaling CO2 stimulates breathing and can 
provoke both air hunger and fear7–9. Furthermore, CO2 can trigger 
panic attacks, especially in patients with panic disorder9,10. Recent 
work in mice found that the amygdala directly detects CO2 and aci-
dosis to produce fear behaviors11. Thus, we hypothesized that bilateral 
amygdala lesions would reduce CO2-evoked fear in humans.

In contrast with our prediction, patient SM reported fear in response 
to a 35% CO2 inhalation challenge. To the best of our knowledge, this 
was the first time patient SM experienced fear in any setting, labora-
tory or otherwise, since childhood4. To further explore this issue, we 
tested two additional patients (AM and BG), monozygotic twin sisters 
with focal bilateral amygdala lesions resulting from Urbach-Wiethe 
disease (Supplementary Fig. 1)6. As with patient SM, both patients 
also reported experiencing fear during the CO2 challenge.

Notably, CO2 triggered a panic attack in all three of the amygdala-
lesion patients. The patients panicked on the first CO2 trial and  
during a subsequent challenge (Supplementary Table 1), indicating 
that the effect was reproducible and not simply the result of a novel 
experience. In contrast, only 3 of the 12 matched, neurologically intact 
comparison participants panicked (Fig. 1a), a rate similar to that pre-
viously observed in adults without a personal or family history of panic 
disorder10. Self-reported levels of fear and panic in the amygdala- 
lesion patients were significantly higher (P < 0.05) than in non-
 panickers from the comparison group (Fig. 1b,c). In addition, the 
patients reported elevated levels of anxiety and found the CO2 inhala-
tion to be substantially more arousing and aversive than non-panickers 
(Supplementary Figs. 2 and 3). The patients denied experiencing any 
anger (with ratings of zero on all trials), suggesting that the emotional 
changes induced by CO2 were largely confined to the fear domain. 
Moreover, during air trials, the patients reported absolutely no fear, 
panic or anxiety, indicating that the induction of these emotions were 
specific to CO2. The observation that CO2 evoked multiple emotions 
in the fear domain suggests that the subjective experience could not be 
easily defined by a single emotional term, such as fear, panic or anxi-
ety. Notably, the bilateral amygdala lesions did not interfere with the 
ability to express or experience any of these fear-related emotions.

Fear and panic in humans with 
bilateral amygdala damage
Justin S Feinstein1,2,11, Colin Buzza3,11, Rene Hurlemann3,4,11, 
Robin L Follmer3, Nader S Dahdaleh5, William H Coryell3,  
Michael J Welsh5–9, Daniel Tranel1,2,8 & John A Wemmie3,5,7,8,10

Decades of research have highlighted the amygdala’s 
influential role in fear. We found that inhalation of 35% 
CO2 evoked not only fear, but also panic attacks, in three 
rare patients with bilateral amygdala damage. These results 
indicate that the amygdala is not required for fear and panic, 
and make an important distinction between fear triggered by 
external threats from the environment versus fear triggered 
internally by CO2.
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Figure 1 Panic attack rate and self-reported levels of fear and panic 
during the first CO2 inhalation. (a) Panic attack rate (%) in amygdala-
lesion patients (n = 3) versus neurologically intact comparison 
participants (n = 12). All of the amygdala-lesion patients had a panic 
attack, whereas only 3 of the 12 comparison participants panicked  
(*P < 0.05, Fisher’s exact test). (b,c) Level of subjective fear (b) and level 
of subjective panic (c) reported during CO2 relative to baseline quantified 
with visual analog scales (VAS). Both the amygdala-lesion patients and the 
comparison participants who panicked reported significantly higher levels 
of fear and panic relative to the comparison participants who did not panic 
(*P < 0.05, Mann-Whitney U tests). There were no significant differences 
between the amygdala-lesion patients and the comparison panickers.  
Error bars represent the s.e.m.
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happiness-Swedish) were significantly lower (mean rs = 0.36)
than those for matching emotions.
To test whether the emotional bodily sensations reflect culturally

universal sensation patterns vs. specific conceptual associations

between emotions and corresponding bodily changes in West
European cultures, we conducted another control experiment with
Taiwanese individuals, who have a different cultural background
(Finnish: West European; Taiwanese: East Asian) and speak
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Fig. 1. The emBODY tool. Participants colored the
initially blank body regions (A) whose activity they
felt increasing (left body) and decreasing (right
body) during emotions. Subjectwise activation–
deactivation data (B) were stored as integers, with
the whole body being represented by 50,364 data
points. Activation and deactivation maps were sub-
sequently combined (C) for statistical analysis.
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Fig. 2. Bodily topography of basic (Upper) and nonbasic (Lower) emotions associated with words. The body maps show regions whose activation increased
(warm colors) or decreased (cool colors) when feeling each emotion. (P < 0.05 FDR corrected; t > 1.94). The colorbar indicates the t-statistic range.
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Fig. S1. Mean levels of experience (ranging from 1 to 5) of basic emotions while reading the stories used in experiment 2. Target emotions for each story are
represented on the perimeter, different lines show experience of each emotion. AN, anger; FE, fear; DI, disgust; HA, happiness; SA, sadness; SU, surprise; NE, neutral.
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Fig. S2. Bodily topography of basic emotions triggered by emotional imagery guided by narratives. The body maps show regions whose activation increased
(warm colors) or decreased (cool colors) when feeling each emotion (P < 0.05 FDR corrected; t > 2.11). The colorbar indicates the t-statistic range.
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Fig. S3. Bodily topography of basic emotions triggered by watching emotional movies. The body maps show regions whose activation increased (warm colors)
or decreased (cool colors) when feeling each emotion (P < 0.05 FDR corrected; t > 2.11). The colorbar indicates the t-statistic range.
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Fig. S4. Bodily topography of basic emotions inferred from others’ emotional expressions. The body maps show regions whose activation participants
evaluated as increased (warm colors) or decreased (cool colors) in the person displaying each facial expression. (P < 0.05 FDR corrected; t > 2.09). The colorbar
indicates the t-statistic range.
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Fig. S5. Similarity matrix of bodily sensations associated with emotions across experiments 1–4. Colorbar shows the z-transformed Spearman correlation
across emotion pairs. Note that nonmatching emotion pairs across experiments have been toned down slightly to improve readability.

Table S1. Means and SDs of classification accuracy (in %) with
one-out and complete classification schemes

Words Stories Movies Faces

Emotion M SD M SD M SD M SD

One-out classification
Anger 78 0.18 78 0.36 76 0.33
Fear 70 0.25 81 0.28 72 0.50 63 0.60
Disgust 70 0.23 79 0.33 86 0.25 64 0.55
Happiness 76 0.17 84 0.26 77 0.37 76 0.41
Neutral 76 0.22 81 0.31 70 0.42 68 0.48
Sadness 64 0.31 72 0.42 70 0.54 64 0.55
Surprise 70 0.16 74 0.33 74 0.39

Mean 72 78 75 69
Complete classification

Anger 42 0.61 43 0.83 32 1.32
Fear 32 0.71 45 1.06 57 0.93 20 1.33
Disgust 22 0.68 40 0.96 35 1.28 14 1.50
Happiness 40 0.57 50 1.14 52 1.02 38 1.02
Neutral 74 0.41 76 0.93 72 1.03 71 1.15
Sadness 30 0.63 42 1.23 34 1.42 24 1.19
Surprise 24 0.49 47 1.49 15 1.09

Mean 38 49 50 30

The experiments used word (Exp 1a), story (Exp 2), movie (Exp 3), and face
(Exp 4) stimuli.
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FIG. 1. Skin conductance curves during orientation and film periods under the experimental conditions.

producing the highest values, followed by the
denial commentary condition, the lowest re-
actions being observed in the denial orienting
condition.

Looking at the base-line and introduction
periods, the starting level of skin conductance
is somewhat lower in the denial orienting
condition than the other two conditions.
Initially, during the period when these sub-
jects are first told about distressing events in
the film they show a marked anticipatory
rise, which drops to a low point just before
the start of the film. The denial commentary
group also shows the same kind of sharp
rise when the same material is presented,
dropping also before the film, then as with
the other groups, rising again during the
threatening scenes.

The final order of the groups cannot be
explained, however, by their starting level,
since the group getting the silent version
without commentary or introduction actually
starts lower than the denial commentary
group, but ends up considerably higher.
Moreover, according to the law of initial

values, one would expect greater increases
from subjects starting lower, than those with
initially higher starting levels of conductance.
The increases also of the denial orienting
group from the level at the start of the film
is also considerably smaller than for other
groups, indicating the effectiveness oi the
orienting statements in short-circuiting threat.
This group also appears to drop more sharply
in skin conductance from the early peak
periods. The ups and downs before the start
of the film and to some extent during the
film are a function of the content of what
is seen and heard, as well as the orienting
statements and commentary.

Behavioral Variables
The effects of the three experimental con-

ditions on the Nowlis mood variables are pre-
sented also in Table 1 which shows the means
for the three variables which reach or ap-
proach statistical significance. Pleasantness is
greatest under the denial orientation condi-
tion, and least, as would be predicted, in the
silent film condition. Concentration is lowest

Emotions also strongly affect our thoughts
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the laboratory and define in terms of individual differences. Third,
because the distinction between antecedent-focused and response-
focused strategies is so central to our theory, we wanted to include
one exemplar of each in our studies. Two specific strategies met
these criteria: cognitive reappraisal and expressive suppression.
Cognitive reappraisal is a form of cognitive change that in-

volves construing a potentially emotion-eliciting situation in a way
that changes its emotional impact (Lazarus & Alfert, 1964). For
example, during an admissions interview, one might view the give
and take as an opportunity to find out how much one likes the
school, rather than as a test of one’s worth. Expressive suppression
is a form of response modulation that involves inhibiting ongoing
emotion-expressive behavior (Gross, 1998). For example, one
might keep a poker face while holding a great hand during a card
game.
Should the reappraisal and suppression strategies differ in their

consequences? Reappraisal is an antecedent-focused strategy: it
occurs early, and intervenes before the emotion response tenden-
cies have been fully generated. This means that reappraisal can
thus efficiently alter the entire subsequent emotion trajectory.
More specifically, when used to down-regulate negative emotion,
reappraisal should successfully reduce the experiential and behav-
ioral components of negative emotion. By contrast, suppression is
a response-focused strategy: it comes relatively late in the
emotion-generative process, and primarily modifies the behavioral
aspect of the emotion response tendencies. Suppression should
thus be effective in decreasing the behavioral expression of neg-
ative emotion, but might have the unintended side effect of also
clamping down on the expression of positive emotion. At the same
time, suppression will not be helpful in reducing the experience of
negative emotion, which is not directly targeted by suppression
and may thus continue to linger and accumulate unresolved. In
addition, because suppression comes late in the emotion-

generative process, it requires the individual to effortfully manage
emotion response tendencies as they continually arise. These re-
peated efforts may consume cognitive resources that could other-
wise be used for optimal performance in the social contexts in
which the emotions arise. Moreover, suppression creates in the
individual a sense of incongruence, or discrepancy, between inner
experience and outer expression (Rogers, 1951). This sense of not
being true to oneself, of being inauthentic rather than honest with
others (Sheldon, Ryan, Rawsthorne, & Ilardi, 1997), may well lead
to negative feelings about the self and alienate the individual not
only from the self but also from others.

Experimental Findings Regarding Reappraisal and
Suppression

Some of the model’s predictions have been tested experimen-
tally. For example, in one study, participants assigned to the
suppression condition were told to hide emotional reactions to a
negative emotion-eliciting film so that an observer could not see
what they were feeling, whereas participants assigned to the reap-
praisal condition were told to think about the film they are watch-
ing so that they would not respond emotionally (Gross, 1998).
Although participants who suppressed showed much less expres-
sive behavior, they experienced as much negative emotion as
participants who just watched. By contrast, reappraisal decreased
both the experience and the behavioral expression of negative
emotion. One intriguing point of asymmetry has emerged in this
area: whereas suppressing negative emotions left intact the expe-
rience of negative emotion, suppressing positive emotions de-
creased the experience of these emotions (Gross & Levenson,
1997; Stepper & Strack, 1993; Strack, Martin, & Stepper, 1988).
The cognitive demands of suppression have been demonstrated

in studies of social memory (e.g., names or facts about individuals

Figure 1. A process model of emotion regulation. According to this model, emotion may be regulated at five
points in the emotion generative process: (1) selection of the situation, (2) modification of the situation, (3)
deployment of attention, (4) change of cognitions, and (5) modulation of experiential, behavioral, or physio-
logical responses. The first four of these processes are antecedent-focused, whereas the fifth is response-focused.
The number of response options shown at each of these five points in the illustration is arbitrary, and the heavy
lines indicate a particular option that might be selected. Our particular focus is reappraisal and suppression. Reprinted
from “Emotion Regulation in Adulthood: Timing Is Everything,” by J. J. Gross, 2001, Current Directions in
Psychological Sciences, 10, p. 215. Copyright 2001 by Blackwell Publishers. Reprinted with permission.
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item content to the intended emotion regulatory strategy, and to avoid any
potential confounding by mentioning any positive or negative conse-
quences for affect, social functioning, or well-being. The final 10 items are
shown in Table 2 and were rated on a scale from 1 (strongly disagree) to 7
(strongly agree).

Results and Discussion

Factor Structure and Scale Intercorrelations

Results from exploratory factor analyses are summarized in
Table 2, which gives the varimax-rotated loadings in each sample.
There was no evidence for a single, general factor; instead, the
scree test always suggested two factors. The first factor was
defined by the reappraisal items, including the key item “I control
my emotions by changing the way I think about the situation I’m
in.” The second factor was defined by the suppression items,
including the key item “I control my emotions by not expressing
them.” These two factors accounted for more than 50% of the
variance in each sample. In each case, the intended loadings were
all substantially higher than even the highest of all cross-loadings
(mean cross-loading ! .16). Both positive-emotion and negative-
emotion regulation items loaded together on the Reappraisal and
Suppression factors; there was no indication of a positive-emotion
factor or a negative-emotion factor. Moreover, the six-item Reap-
praisal and the four-item Suppression scales were independent in
each sample (mean r ! ".01; see Table 2). That is, individuals

who frequently use reappraisal were no more (or less) likely to use
suppression than individuals who use reappraisal infrequently.
A series of confirmatory factor analyses (CFA) tested these

conclusions more stringently. We used LISREL (Jöreskog & Sör-
bom, 1989) in the combined data set (N ! 1,483) to compare four
models: (a) general-factor model of emotion regulation; (b) hier-
archical model (two factors forming two facets of emotion regu-
lation correlating .50), which posits that some individuals regulate
a lot using both strategies, whereas other individuals regulate very
little, using neither regulatory strategy; (c) specialist model (two
factors correlating ".50), which posits that individuals specialize
in their preferred form of regulation, using one strategy but not the
other; and (d) independence model (two factors correlating zero).
Across all standard fit indexes, the general-factor model provided
the worst fit, the independence model the best fit, and both the
hierarchical and the specialist models fell in between. The fit of
these models can be compared statistically with the least parsimo-
nious or augmented model, namely a two-factor model with the
factor intercorrelation freely estimated. The general-factor, hierar-
chical, and specialist models all fit significantly worse than the
augmented model, all !2(1, N ! 1,483) # 252, all ps $ .001, but
not the independence model, !2(1, N ! 1,483) ! 0.3, ns. An
additional CFA model comparison confirmed that men and women
did not differ in their factor structure; a model specifying identical
factor loadings and intercorrelations for men and women did not

Table 2
Sample Characteristics, Varimax Rotated Factor Loadings for the 10 Items on the Emotion Regulation Questionnaire (ERQ), Alpha
Reliability, and Scale Intercorrelations in Four Samples (Study 1)

Sample

A B C D

Sample characteristics
Sample size 791 336 240 116
Mean age (years) 20 20 20 18
% women 67 63 50 64
% African American 05 04 02 03
% Asian American 41 40 24 26
% European American 28 33 56 55
% Latino 09 16 15 09

Reappraisal factor
1. I control my emotions by changing the way I think about the situation I’m in. .66 .76 .73 .82
2. When I want to feel less negative emotion, I change the way I’m thinking about the situation. .83 .73 .82 .85
3. When I want to feel more positive emotion, I change the way I’m thinking about the situation. .83 .77 .80 .84
4. When I want to feel more positive emotion (such as joy or amusement), I change what I’m thinking about. .71 .75 .55 .49
5. When I want to feel less negative emotion (such as sadness or anger), I change what I’m thinking about. .68 .76 .62 .67
6. When I’m faced with a stressful situation, I make myself think about it in a way that helps me stay calm. .55 .32 .48 .71
Highest of all cross loadings (absolute values) .14 .14 .15 .13
Internal consistency (alpha) .80 .77 .75 .82

Suppression factor
7. I control my emotions by not expressing them. .83 .78 .85 .89
8. When I am feeling negative emotions, I make sure not to express them. .76 .73 .73 .69
9. I keep my emotions to myself. .81 .77 .84 .87
10. When I am feeling positive emotions, I am careful not to express them. .54 .56 .54 .57
Highest of all cross loadings (absolute values) .18 .12 .20 .23
Internal consistency (alpha) .73 .68 .75 .76

Scale intercorrelation .06 .01 ".04 ".06

Note. Items copyright 1998 by James J. Gross and Oliver P. John. To obtain the most recent ERQ, see author note.
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3. When I want to feel more positive emotion, I change the way I’m thinking about the situation. .83 .77 .80 .84
4. When I want to feel more positive emotion (such as joy or amusement), I change what I’m thinking about. .71 .75 .55 .49
5. When I want to feel less negative emotion (such as sadness or anger), I change what I’m thinking about. .68 .76 .62 .67
6. When I’m faced with a stressful situation, I make myself think about it in a way that helps me stay calm. .55 .32 .48 .71
Highest of all cross loadings (absolute values) .14 .14 .15 .13
Internal consistency (alpha) .80 .77 .75 .82

Suppression factor
7. I control my emotions by not expressing them. .83 .78 .85 .89
8. When I am feeling negative emotions, I make sure not to express them. .76 .73 .73 .69
9. I keep my emotions to myself. .81 .77 .84 .87
10. When I am feeling positive emotions, I am careful not to express them. .54 .56 .54 .57
Highest of all cross loadings (absolute values) .18 .12 .20 .23
Internal consistency (alpha) .73 .68 .75 .76

Scale intercorrelation .06 .01 ".04 ".06

Note. Items copyright 1998 by James J. Gross and Oliver P. John. To obtain the most recent ERQ, see author note.
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item content to the intended emotion regulatory strategy, and to avoid any
potential confounding by mentioning any positive or negative conse-
quences for affect, social functioning, or well-being. The final 10 items are
shown in Table 2 and were rated on a scale from 1 (strongly disagree) to 7
(strongly agree).

Results and Discussion

Factor Structure and Scale Intercorrelations

Results from exploratory factor analyses are summarized in
Table 2, which gives the varimax-rotated loadings in each sample.
There was no evidence for a single, general factor; instead, the
scree test always suggested two factors. The first factor was
defined by the reappraisal items, including the key item “I control
my emotions by changing the way I think about the situation I’m
in.” The second factor was defined by the suppression items,
including the key item “I control my emotions by not expressing
them.” These two factors accounted for more than 50% of the
variance in each sample. In each case, the intended loadings were
all substantially higher than even the highest of all cross-loadings
(mean cross-loading ! .16). Both positive-emotion and negative-
emotion regulation items loaded together on the Reappraisal and
Suppression factors; there was no indication of a positive-emotion
factor or a negative-emotion factor. Moreover, the six-item Reap-
praisal and the four-item Suppression scales were independent in
each sample (mean r ! ".01; see Table 2). That is, individuals

who frequently use reappraisal were no more (or less) likely to use
suppression than individuals who use reappraisal infrequently.
A series of confirmatory factor analyses (CFA) tested these

conclusions more stringently. We used LISREL (Jöreskog & Sör-
bom, 1989) in the combined data set (N ! 1,483) to compare four
models: (a) general-factor model of emotion regulation; (b) hier-
archical model (two factors forming two facets of emotion regu-
lation correlating .50), which posits that some individuals regulate
a lot using both strategies, whereas other individuals regulate very
little, using neither regulatory strategy; (c) specialist model (two
factors correlating ".50), which posits that individuals specialize
in their preferred form of regulation, using one strategy but not the
other; and (d) independence model (two factors correlating zero).
Across all standard fit indexes, the general-factor model provided
the worst fit, the independence model the best fit, and both the
hierarchical and the specialist models fell in between. The fit of
these models can be compared statistically with the least parsimo-
nious or augmented model, namely a two-factor model with the
factor intercorrelation freely estimated. The general-factor, hierar-
chical, and specialist models all fit significantly worse than the
augmented model, all !2(1, N ! 1,483) # 252, all ps $ .001, but
not the independence model, !2(1, N ! 1,483) ! 0.3, ns. An
additional CFA model comparison confirmed that men and women
did not differ in their factor structure; a model specifying identical
factor loadings and intercorrelations for men and women did not

Table 2
Sample Characteristics, Varimax Rotated Factor Loadings for the 10 Items on the Emotion Regulation Questionnaire (ERQ), Alpha
Reliability, and Scale Intercorrelations in Four Samples (Study 1)

Sample

A B C D

Sample characteristics
Sample size 791 336 240 116
Mean age (years) 20 20 20 18
% women 67 63 50 64
% African American 05 04 02 03
% Asian American 41 40 24 26
% European American 28 33 56 55
% Latino 09 16 15 09

Reappraisal factor
1. I control my emotions by changing the way I think about the situation I’m in. .66 .76 .73 .82
2. When I want to feel less negative emotion, I change the way I’m thinking about the situation. .83 .73 .82 .85
3. When I want to feel more positive emotion, I change the way I’m thinking about the situation. .83 .77 .80 .84
4. When I want to feel more positive emotion (such as joy or amusement), I change what I’m thinking about. .71 .75 .55 .49
5. When I want to feel less negative emotion (such as sadness or anger), I change what I’m thinking about. .68 .76 .62 .67
6. When I’m faced with a stressful situation, I make myself think about it in a way that helps me stay calm. .55 .32 .48 .71
Highest of all cross loadings (absolute values) .14 .14 .15 .13
Internal consistency (alpha) .80 .77 .75 .82

Suppression factor
7. I control my emotions by not expressing them. .83 .78 .85 .89
8. When I am feeling negative emotions, I make sure not to express them. .76 .73 .73 .69
9. I keep my emotions to myself. .81 .77 .84 .87
10. When I am feeling positive emotions, I am careful not to express them. .54 .56 .54 .57
Highest of all cross loadings (absolute values) .18 .12 .20 .23
Internal consistency (alpha) .73 .68 .75 .76

Scale intercorrelation .06 .01 ".04 ".06

Note. Items copyright 1998 by James J. Gross and Oliver P. John. To obtain the most recent ERQ, see author note.
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item content to the intended emotion regulatory strategy, and to avoid any
potential confounding by mentioning any positive or negative conse-
quences for affect, social functioning, or well-being. The final 10 items are
shown in Table 2 and were rated on a scale from 1 (strongly disagree) to 7
(strongly agree).

Results and Discussion

Factor Structure and Scale Intercorrelations

Results from exploratory factor analyses are summarized in
Table 2, which gives the varimax-rotated loadings in each sample.
There was no evidence for a single, general factor; instead, the
scree test always suggested two factors. The first factor was
defined by the reappraisal items, including the key item “I control
my emotions by changing the way I think about the situation I’m
in.” The second factor was defined by the suppression items,
including the key item “I control my emotions by not expressing
them.” These two factors accounted for more than 50% of the
variance in each sample. In each case, the intended loadings were
all substantially higher than even the highest of all cross-loadings
(mean cross-loading ! .16). Both positive-emotion and negative-
emotion regulation items loaded together on the Reappraisal and
Suppression factors; there was no indication of a positive-emotion
factor or a negative-emotion factor. Moreover, the six-item Reap-
praisal and the four-item Suppression scales were independent in
each sample (mean r ! ".01; see Table 2). That is, individuals

who frequently use reappraisal were no more (or less) likely to use
suppression than individuals who use reappraisal infrequently.
A series of confirmatory factor analyses (CFA) tested these

conclusions more stringently. We used LISREL (Jöreskog & Sör-
bom, 1989) in the combined data set (N ! 1,483) to compare four
models: (a) general-factor model of emotion regulation; (b) hier-
archical model (two factors forming two facets of emotion regu-
lation correlating .50), which posits that some individuals regulate
a lot using both strategies, whereas other individuals regulate very
little, using neither regulatory strategy; (c) specialist model (two
factors correlating ".50), which posits that individuals specialize
in their preferred form of regulation, using one strategy but not the
other; and (d) independence model (two factors correlating zero).
Across all standard fit indexes, the general-factor model provided
the worst fit, the independence model the best fit, and both the
hierarchical and the specialist models fell in between. The fit of
these models can be compared statistically with the least parsimo-
nious or augmented model, namely a two-factor model with the
factor intercorrelation freely estimated. The general-factor, hierar-
chical, and specialist models all fit significantly worse than the
augmented model, all !2(1, N ! 1,483) # 252, all ps $ .001, but
not the independence model, !2(1, N ! 1,483) ! 0.3, ns. An
additional CFA model comparison confirmed that men and women
did not differ in their factor structure; a model specifying identical
factor loadings and intercorrelations for men and women did not

Table 2
Sample Characteristics, Varimax Rotated Factor Loadings for the 10 Items on the Emotion Regulation Questionnaire (ERQ), Alpha
Reliability, and Scale Intercorrelations in Four Samples (Study 1)

Sample

A B C D

Sample characteristics
Sample size 791 336 240 116
Mean age (years) 20 20 20 18
% women 67 63 50 64
% African American 05 04 02 03
% Asian American 41 40 24 26
% European American 28 33 56 55
% Latino 09 16 15 09

Reappraisal factor
1. I control my emotions by changing the way I think about the situation I’m in. .66 .76 .73 .82
2. When I want to feel less negative emotion, I change the way I’m thinking about the situation. .83 .73 .82 .85
3. When I want to feel more positive emotion, I change the way I’m thinking about the situation. .83 .77 .80 .84
4. When I want to feel more positive emotion (such as joy or amusement), I change what I’m thinking about. .71 .75 .55 .49
5. When I want to feel less negative emotion (such as sadness or anger), I change what I’m thinking about. .68 .76 .62 .67
6. When I’m faced with a stressful situation, I make myself think about it in a way that helps me stay calm. .55 .32 .48 .71
Highest of all cross loadings (absolute values) .14 .14 .15 .13
Internal consistency (alpha) .80 .77 .75 .82

Suppression factor
7. I control my emotions by not expressing them. .83 .78 .85 .89
8. When I am feeling negative emotions, I make sure not to express them. .76 .73 .73 .69
9. I keep my emotions to myself. .81 .77 .84 .87
10. When I am feeling positive emotions, I am careful not to express them. .54 .56 .54 .57
Highest of all cross loadings (absolute values) .18 .12 .20 .23
Internal consistency (alpha) .73 .68 .75 .76

Scale intercorrelation .06 .01 ".04 ".06

Note. Items copyright 1998 by James J. Gross and Oliver P. John. To obtain the most recent ERQ, see author note.
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shown in Table 2 and were rated on a scale from 1 (strongly disagree) to 7
(strongly agree).
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bom, 1989) in the combined data set (N ! 1,483) to compare four
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lation correlating .50), which posits that some individuals regulate
a lot using both strategies, whereas other individuals regulate very
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factor intercorrelation freely estimated. The general-factor, hierar-
chical, and specialist models all fit significantly worse than the
augmented model, all !2(1, N ! 1,483) # 252, all ps $ .001, but
not the independence model, !2(1, N ! 1,483) ! 0.3, ns. An
additional CFA model comparison confirmed that men and women
did not differ in their factor structure; a model specifying identical
factor loadings and intercorrelations for men and women did not

Table 2
Sample Characteristics, Varimax Rotated Factor Loadings for the 10 Items on the Emotion Regulation Questionnaire (ERQ), Alpha
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Sample size 791 336 240 116
Mean age (years) 20 20 20 18
% women 67 63 50 64
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% Asian American 41 40 24 26
% European American 28 33 56 55
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1. I control my emotions by changing the way I think about the situation I’m in. .66 .76 .73 .82
2. When I want to feel less negative emotion, I change the way I’m thinking about the situation. .83 .73 .82 .85
3. When I want to feel more positive emotion, I change the way I’m thinking about the situation. .83 .77 .80 .84
4. When I want to feel more positive emotion (such as joy or amusement), I change what I’m thinking about. .71 .75 .55 .49
5. When I want to feel less negative emotion (such as sadness or anger), I change what I’m thinking about. .68 .76 .62 .67
6. When I’m faced with a stressful situation, I make myself think about it in a way that helps me stay calm. .55 .32 .48 .71
Highest of all cross loadings (absolute values) .14 .14 .15 .13
Internal consistency (alpha) .80 .77 .75 .82

Suppression factor
7. I control my emotions by not expressing them. .83 .78 .85 .89
8. When I am feeling negative emotions, I make sure not to express them. .76 .73 .73 .69
9. I keep my emotions to myself. .81 .77 .84 .87
10. When I am feeling positive emotions, I am careful not to express them. .54 .56 .54 .57
Highest of all cross loadings (absolute values) .18 .12 .20 .23
Internal consistency (alpha) .73 .68 .75 .76

Scale intercorrelation .06 .01 ".04 ".06

Note. Items copyright 1998 by James J. Gross and Oliver P. John. To obtain the most recent ERQ, see author note.
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disliked; their peers felt relatively neutral about them. In the
domain of social support, however, the cost of using suppression
was apparent: lesser social support across all forms of social
support. This effect was strongest for emotional support.

Study 5: Implications for Well-Being
Although laboratory studies can document the acute conse-

quences of regulation, they cannot address whether these transient
consequences have a cumulative impact on adaptation. Studies 3
and 4 suggested that individual differences in the use of reappraisal
and suppression are meaningfully related to emotion experience
and expression, as well as to important interpersonal outcomes.
Study 5 tested whether the habitual use of reappraisal and of
suppression differ in their longer term cumulative impact on
well-being.
On the basis of our model, as well as on our experimental and

correlational findings to this point, we expected that reappraisal
would promote psychological well-being. After all, one of the key
ingredients in reappraisal is diminishing the negative emotional
impact of adversity, and to the extent that depressive symptoms are
either triggered or exacerbated by overwhelmingly negative re-
sponses to challenges or losses, reappraisal should exert a protec-
tive effect against depressive symptoms. Furthermore, in light of
the positive emotional and social outcomes associated with reap-
praisal, reappraisers should have greater life satisfaction and
higher self-esteem. Given their affective and social successes in
the face of emotional challenges, we expected reappraisers to be
generally more optimistic and to have a greater sense of efficacy
with respect to their immediate environments.
The chronic use of suppression should be associated with more

adverse outcomes. In general, self-experience discrepancies that
characterize suppressors have been linked to adjustment problems
(Sheldon et al., 1997). Suppressors also feel more negative emo-
tion, cope less effectively, ruminate more, and have less social
support, all factors known to increase risk for depressive symp-
toms (Nolen-Hoeksema & Morrow, 1991). We therefore expected
suppression to be related to increased levels of depressive symp-
toms. Suppressors’ avoidance and lack of close social relationships
also suggests less life satisfaction, lower self-esteem, and a less
optimistic attitude about the future. In terms of Ryff’s (1989)
domains of positive well-being, we expected suppressors to show
lower levels of well-being across the board, and, in light of
Study 4, we expected particular difficulties in the domain of
positive relations with others. Finally, because many different
factors influence an individual’s adjustment, we expected relations
between individual differences in emotion regulation and adjust-
ment to be modest in size.

Method

Participants
Participants were drawn from Sample C (see Study 1), Sample E (see

Study 2), and Sample F, which consisted of 210 undergraduates (73%
women; mean age ! 21 years).

Measures
Given the overlap among measures of distress among relatively healthy

individuals, we focused on depressive symptoms and prioritized replication

across three instruments: the Beck Depression Inventory (BDI; Beck,
Ward, Mendelsohn, Mock, & Erbaugh, 1961), the Center for Epidemio-
logical Studies Depression Scale (CES-D; Radloff, 1977), and the Self-
Rating Depression Scale (Zung, 1965). The five-item Satisfaction With
Life scale (Diener, Emmons, Larsen & Griffin, 1985) had an alpha of .82.
The Rosenberg (1965) Self-Esteem scale includes 10 items (! ! .92).
Optimism was assessed using the eight-item Life Orientation Test (Scheier
& Carver, 1985; ! ! .85). To assess the six major facets of positive
well-being, we used the six scales developed by Ryff and Keyes (1995), all
of which include 14 items. Alphas ranged from .82 to .91.

Results and Discussion

As shown in Table 6, individuals who habitually use reappraisal
showed fewer symptoms of depression, and this finding held
across all three measures. Moreover, reappraisal was correlated
positively with every indicator of positive functioning. Thus, re-
appraisers were more satisfied with their lives, more optimistic,
and had better self-esteem. In terms of Ryff’s (1989) domains of
well-being, they also had higher levels of environmental mastery,
personal growth, self-acceptance, and a clearer purpose in life. The
relation between reappraisal and environmental mastery (" ! .41)
was the largest of these effects; the way reappraisers take charge of
their emotional reactions appears connected to a more global sense
that they are in charge of their environments. Notwithstanding
their greater sense of autonomy, reappraisers also scored higher on
positive relations with others, consistent with findings concerning
social functioning from Study 4.
Suppression showed the predicted negative associations with

well-being. More specifically, individuals who typically suppress
reported more depressive symptoms on all three measures, felt less
satisfied with life, had lower self-esteem, and were less optimistic.
They also scored lower on each of the Ryff and Keyes (1995)
well-being scales. Consistent with Study 4, the link with interper-
sonal aspects of well-being was particularly strong (" ! ".46).

Table 6
Longer Term Implications of Reappraisal and Suppression for
Well-Being (Study 5)

Emotion regulation strategy

Reappraisal Suppression

DepressionF
BDI ".23* .25*
CES-D ".25* .23*
Zung ".29* .27*

Life satisfactionE .30* ".34*
Self-esteemE .30* ".39*
OptimismC .25* ".25*
Well-beingF
Environmental mastery .41* ".23*
Autonomy .29* ".22*
Personal growth .27* ".28*
Purpose in life .25* ".34*
Self-acceptance .35* ".38*
Positive relations with others .23* ".46*

Note. Standardized beta coefficients. Capital superscripts (e.g., C, E)
indicate which sample was used. BDI ! Beck Depression Inventory;
CES-D ! Center for Epidemiological Studies Depression Scale; Zung !
Zung Depression Scale.
* p # .05.
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item content to the intended emotion regulatory strategy, and to avoid any
potential confounding by mentioning any positive or negative conse-
quences for affect, social functioning, or well-being. The final 10 items are
shown in Table 2 and were rated on a scale from 1 (strongly disagree) to 7
(strongly agree).

Results and Discussion

Factor Structure and Scale Intercorrelations

Results from exploratory factor analyses are summarized in
Table 2, which gives the varimax-rotated loadings in each sample.
There was no evidence for a single, general factor; instead, the
scree test always suggested two factors. The first factor was
defined by the reappraisal items, including the key item “I control
my emotions by changing the way I think about the situation I’m
in.” The second factor was defined by the suppression items,
including the key item “I control my emotions by not expressing
them.” These two factors accounted for more than 50% of the
variance in each sample. In each case, the intended loadings were
all substantially higher than even the highest of all cross-loadings
(mean cross-loading ! .16). Both positive-emotion and negative-
emotion regulation items loaded together on the Reappraisal and
Suppression factors; there was no indication of a positive-emotion
factor or a negative-emotion factor. Moreover, the six-item Reap-
praisal and the four-item Suppression scales were independent in
each sample (mean r ! ".01; see Table 2). That is, individuals

who frequently use reappraisal were no more (or less) likely to use
suppression than individuals who use reappraisal infrequently.
A series of confirmatory factor analyses (CFA) tested these

conclusions more stringently. We used LISREL (Jöreskog & Sör-
bom, 1989) in the combined data set (N ! 1,483) to compare four
models: (a) general-factor model of emotion regulation; (b) hier-
archical model (two factors forming two facets of emotion regu-
lation correlating .50), which posits that some individuals regulate
a lot using both strategies, whereas other individuals regulate very
little, using neither regulatory strategy; (c) specialist model (two
factors correlating ".50), which posits that individuals specialize
in their preferred form of regulation, using one strategy but not the
other; and (d) independence model (two factors correlating zero).
Across all standard fit indexes, the general-factor model provided
the worst fit, the independence model the best fit, and both the
hierarchical and the specialist models fell in between. The fit of
these models can be compared statistically with the least parsimo-
nious or augmented model, namely a two-factor model with the
factor intercorrelation freely estimated. The general-factor, hierar-
chical, and specialist models all fit significantly worse than the
augmented model, all !2(1, N ! 1,483) # 252, all ps $ .001, but
not the independence model, !2(1, N ! 1,483) ! 0.3, ns. An
additional CFA model comparison confirmed that men and women
did not differ in their factor structure; a model specifying identical
factor loadings and intercorrelations for men and women did not

Table 2
Sample Characteristics, Varimax Rotated Factor Loadings for the 10 Items on the Emotion Regulation Questionnaire (ERQ), Alpha
Reliability, and Scale Intercorrelations in Four Samples (Study 1)

Sample

A B C D

Sample characteristics
Sample size 791 336 240 116
Mean age (years) 20 20 20 18
% women 67 63 50 64
% African American 05 04 02 03
% Asian American 41 40 24 26
% European American 28 33 56 55
% Latino 09 16 15 09

Reappraisal factor
1. I control my emotions by changing the way I think about the situation I’m in. .66 .76 .73 .82
2. When I want to feel less negative emotion, I change the way I’m thinking about the situation. .83 .73 .82 .85
3. When I want to feel more positive emotion, I change the way I’m thinking about the situation. .83 .77 .80 .84
4. When I want to feel more positive emotion (such as joy or amusement), I change what I’m thinking about. .71 .75 .55 .49
5. When I want to feel less negative emotion (such as sadness or anger), I change what I’m thinking about. .68 .76 .62 .67
6. When I’m faced with a stressful situation, I make myself think about it in a way that helps me stay calm. .55 .32 .48 .71
Highest of all cross loadings (absolute values) .14 .14 .15 .13
Internal consistency (alpha) .80 .77 .75 .82

Suppression factor
7. I control my emotions by not expressing them. .83 .78 .85 .89
8. When I am feeling negative emotions, I make sure not to express them. .76 .73 .73 .69
9. I keep my emotions to myself. .81 .77 .84 .87
10. When I am feeling positive emotions, I am careful not to express them. .54 .56 .54 .57
Highest of all cross loadings (absolute values) .18 .12 .20 .23
Internal consistency (alpha) .73 .68 .75 .76

Scale intercorrelation .06 .01 ".04 ".06

Note. Items copyright 1998 by James J. Gross and Oliver P. John. To obtain the most recent ERQ, see author note.
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1. I control my emotions by changing the way I think about the situation I’m in. .66 .76 .73 .82
2. When I want to feel less negative emotion, I change the way I’m thinking about the situation. .83 .73 .82 .85
3. When I want to feel more positive emotion, I change the way I’m thinking about the situation. .83 .77 .80 .84
4. When I want to feel more positive emotion (such as joy or amusement), I change what I’m thinking about. .71 .75 .55 .49
5. When I want to feel less negative emotion (such as sadness or anger), I change what I’m thinking about. .68 .76 .62 .67
6. When I’m faced with a stressful situation, I make myself think about it in a way that helps me stay calm. .55 .32 .48 .71
Highest of all cross loadings (absolute values) .14 .14 .15 .13
Internal consistency (alpha) .80 .77 .75 .82

Suppression factor
7. I control my emotions by not expressing them. .83 .78 .85 .89
8. When I am feeling negative emotions, I make sure not to express them. .76 .73 .73 .69
9. I keep my emotions to myself. .81 .77 .84 .87
10. When I am feeling positive emotions, I am careful not to express them. .54 .56 .54 .57
Highest of all cross loadings (absolute values) .18 .12 .20 .23
Internal consistency (alpha) .73 .68 .75 .76

Scale intercorrelation .06 .01 ".04 ".06

Note. Items copyright 1998 by James J. Gross and Oliver P. John. To obtain the most recent ERQ, see author note.
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disliked; their peers felt relatively neutral about them. In the
domain of social support, however, the cost of using suppression
was apparent: lesser social support across all forms of social
support. This effect was strongest for emotional support.

Study 5: Implications for Well-Being
Although laboratory studies can document the acute conse-

quences of regulation, they cannot address whether these transient
consequences have a cumulative impact on adaptation. Studies 3
and 4 suggested that individual differences in the use of reappraisal
and suppression are meaningfully related to emotion experience
and expression, as well as to important interpersonal outcomes.
Study 5 tested whether the habitual use of reappraisal and of
suppression differ in their longer term cumulative impact on
well-being.
On the basis of our model, as well as on our experimental and

correlational findings to this point, we expected that reappraisal
would promote psychological well-being. After all, one of the key
ingredients in reappraisal is diminishing the negative emotional
impact of adversity, and to the extent that depressive symptoms are
either triggered or exacerbated by overwhelmingly negative re-
sponses to challenges or losses, reappraisal should exert a protec-
tive effect against depressive symptoms. Furthermore, in light of
the positive emotional and social outcomes associated with reap-
praisal, reappraisers should have greater life satisfaction and
higher self-esteem. Given their affective and social successes in
the face of emotional challenges, we expected reappraisers to be
generally more optimistic and to have a greater sense of efficacy
with respect to their immediate environments.
The chronic use of suppression should be associated with more

adverse outcomes. In general, self-experience discrepancies that
characterize suppressors have been linked to adjustment problems
(Sheldon et al., 1997). Suppressors also feel more negative emo-
tion, cope less effectively, ruminate more, and have less social
support, all factors known to increase risk for depressive symp-
toms (Nolen-Hoeksema & Morrow, 1991). We therefore expected
suppression to be related to increased levels of depressive symp-
toms. Suppressors’ avoidance and lack of close social relationships
also suggests less life satisfaction, lower self-esteem, and a less
optimistic attitude about the future. In terms of Ryff’s (1989)
domains of positive well-being, we expected suppressors to show
lower levels of well-being across the board, and, in light of
Study 4, we expected particular difficulties in the domain of
positive relations with others. Finally, because many different
factors influence an individual’s adjustment, we expected relations
between individual differences in emotion regulation and adjust-
ment to be modest in size.

Method

Participants
Participants were drawn from Sample C (see Study 1), Sample E (see

Study 2), and Sample F, which consisted of 210 undergraduates (73%
women; mean age ! 21 years).

Measures
Given the overlap among measures of distress among relatively healthy

individuals, we focused on depressive symptoms and prioritized replication

across three instruments: the Beck Depression Inventory (BDI; Beck,
Ward, Mendelsohn, Mock, & Erbaugh, 1961), the Center for Epidemio-
logical Studies Depression Scale (CES-D; Radloff, 1977), and the Self-
Rating Depression Scale (Zung, 1965). The five-item Satisfaction With
Life scale (Diener, Emmons, Larsen & Griffin, 1985) had an alpha of .82.
The Rosenberg (1965) Self-Esteem scale includes 10 items (! ! .92).
Optimism was assessed using the eight-item Life Orientation Test (Scheier
& Carver, 1985; ! ! .85). To assess the six major facets of positive
well-being, we used the six scales developed by Ryff and Keyes (1995), all
of which include 14 items. Alphas ranged from .82 to .91.

Results and Discussion

As shown in Table 6, individuals who habitually use reappraisal
showed fewer symptoms of depression, and this finding held
across all three measures. Moreover, reappraisal was correlated
positively with every indicator of positive functioning. Thus, re-
appraisers were more satisfied with their lives, more optimistic,
and had better self-esteem. In terms of Ryff’s (1989) domains of
well-being, they also had higher levels of environmental mastery,
personal growth, self-acceptance, and a clearer purpose in life. The
relation between reappraisal and environmental mastery (" ! .41)
was the largest of these effects; the way reappraisers take charge of
their emotional reactions appears connected to a more global sense
that they are in charge of their environments. Notwithstanding
their greater sense of autonomy, reappraisers also scored higher on
positive relations with others, consistent with findings concerning
social functioning from Study 4.
Suppression showed the predicted negative associations with

well-being. More specifically, individuals who typically suppress
reported more depressive symptoms on all three measures, felt less
satisfied with life, had lower self-esteem, and were less optimistic.
They also scored lower on each of the Ryff and Keyes (1995)
well-being scales. Consistent with Study 4, the link with interper-
sonal aspects of well-being was particularly strong (" ! ".46).

Table 6
Longer Term Implications of Reappraisal and Suppression for
Well-Being (Study 5)

Emotion regulation strategy

Reappraisal Suppression

DepressionF
BDI ".23* .25*
CES-D ".25* .23*
Zung ".29* .27*

Life satisfactionE .30* ".34*
Self-esteemE .30* ".39*
OptimismC .25* ".25*
Well-beingF
Environmental mastery .41* ".23*
Autonomy .29* ".22*
Personal growth .27* ".28*
Purpose in life .25* ".34*
Self-acceptance .35* ".38*
Positive relations with others .23* ".46*

Note. Standardized beta coefficients. Capital superscripts (e.g., C, E)
indicate which sample was used. BDI ! Beck Depression Inventory;
CES-D ! Center for Epidemiological Studies Depression Scale; Zung !
Zung Depression Scale.
* p # .05.
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for prolonged periods of negative emotion and depressive symp-
toms (Nolen-Hoeksema, Morrow, & Fredrickson, 1993).

Discriminant Relations With Broad Personality, Impulse
Control, Cognitive Ability, and Desirability

As shown in Table 3, reappraisal was negatively related to
Neuroticism, whereas suppression was negatively related to Ex-
traversion. Of importance, associations with the Big Five were
modest in size (with the two largest betas being !.20 for reap-
praisal and !.41 for suppression), indicating that our new mea-
sures converged with, but did not duplicate, these broader person-
ality dimensions. Neither reappraisal nor suppression were related
to ego control, indicating that they are not simply manifestations of
a broader tendency to tightly control all manner of impulses.
Reappraisal and suppression also were not related to any of the
measures of cognitive ability; that is, individual differences in
cognitive ability cannot explain the considerable variability in the
typical use of reappraisal and suppression in these college students.
Social desirability also did not play a major role in reports of
reappraisal and suppression.

Together, these convergent and discriminant validity findings
indicate that reappraisers cope with stress by using reinterpreta-
tion, have a well-developed capacity for negative mood repair, and
show a sense of their capacity for negative mood regulation.
Suppressors, by contrast, cope with adversity by “battening the
hatches,” and feel inauthentic, rather than venting their true feel-
ings. Suppressors tend to evaluate their emotions in negative
terms, and their lack of clarity about their emotions is associated
with a lesser facility at mood repair, lower estimates of their own
ability to regulate negative moods, and increased rumination.
These findings are consistent with our model and support our
prediction that reappraisal and suppression should have rather
different affective consequences.

Study 3: Implications for Affective Responding

Our hypotheses about emotion experience and emotion expres-
sion are summarized in Table 1. For reappraisal, theory and prior
experimental studies both suggest greater experience and expres-
sion of positive emotion, and less experience and expression of
negative emotion.

Table 3
The Nomological Net of Reappraisal and Suppression: Convergent and Discriminant Relations
to Other Constructs (Study 2)

Emotion regulation strategy

Reappraisal Suppression

Convergent validity

Perceived regulation successE .20* .18*
InauthenticityE !.05 .47*
Dispositional coping (COPE)C
Reinterpretation .43* !.13*
Venting !.01 !.43*

Trait Meta-MoodE
Attention .03 !.41*
Clarity !.04 !.30*
Repair .36* !.26*

Negative mood regulationB .30* !.22*
Rumination
Nolen-Hoeksema and MorrowB !.03 .18*
Trapnell and CampbellD !.29* .19*

Discriminant validity

Big Five personality dimensionsA
Neuroticism !.20* .03
Extraversion .11* !.41*
Openness .15* !.18*
Agreeableness .14* !.11*
Conscientiousness .13* !.14*

Block ego controlE !.03 !.06
Cognitive abilityE
Wonderlic (part A) .01 .10
Wonderlic (part B) !.09 .17
SAT verbal .17 !.03
SAT quantitative !.02 .05
M .02 .09

Social desirabilityE .11 !.09

Note. Standardized beta coefficients. Capital superscripts (e.g., A, C) indicate which sample was used. SAT "
Scholastic Aptitude Test.
* p # .05.
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Habitual ER strategy

Abler et al., 2010

‣ Habitual suppression vs reappraisal - alters 
amygdala reactivity to aversive IAPS images

According to theories about the default mode MFC network, areas
involved in monitoring internal events of an emotional nature
(Gusnard et al., 2001) (ventral portion) and areas active when
performing purely cognitive tasks (Posner and Rothbart, 1998) (dorsal
portion) appear to be in opposing balance: when the one is active, the
other is deactivated (Drevets and Raichle, 1998). Active emotion
regulation has been shown to result in activation of the ventromedial
prefrontal cortex near our MFC site when effectively decreasing
negative affect (Urry et al., 2006) or when successfully using self-
focused reappraisal (Ochsner et al., 2004). Thus, ventral MFC activation
may be interpreted as a neural correlate of emotion regulation taking
place. The fact that reappraisal is an antecedent regulation strategy,
usually applied before an emotion emerges (i.e. when expecting it) and

suppression is a response-focused strategy, applied later on in themidst
of the emotional situation, may help to interpret our findings of
differential oMFC activation: the decreased activation of the MFC when
coping with expectation of negative stimuli can be interpreted as a
correlate of the response-focused nature of the habitual strategy of
suppression, which may not necessarily lead to active regulation when
expecting emotional stimuli. This lack of antecedent-focused emotion
regulation may result in the suggested lower success at minimizing
future negative affective experiences in subjects habitually using the
strategy of expressive suppression (Gross and John, 2003). Meanwhile,
subjects in the R group may automatically engage in their habitual
emotion-regulation strategy, reappraisal, during expectation resulting
in sustained MFC activity.

Fig. 4. First eigenvariate time courses within the right functional sublenticular extended amygdala (SLEA) ROI as found for the correlation of depression scores as measured with the
ADS (German version of the CES-D) and the contrast images for ‘Expectation of negative vs. neutral emotional stimuli’. Time courses for expectation and presentation of negative
(blue), positive (red) and neutral (orange) events are presented. A lag of 6 s of the hemodynamic response was assumed when depicting the task (yellow: expectation phase,
Expect.; grey: presentation of emotional or neutral pictures, Present.) relative to the time courses. Expectation phases (cue and blank) and picture presentation had a duration of 4
scans (7920 ms) each. Cues were presented for 1 s or 0.505 scans at the beginning of the expectation period. ⇑, *: significant differences (paired t-tests, Pb0.05) between 1st
eigenvariate values per scan for neutral events when comparing the reappraisal and the suppression groups. Below: whole brain between-group comparison map
(SuppressionNReappraisal) for the contrast ‘Presentation of neutral stimuli’ thresholded at Pb0.001 at the voxel and at Pb0.05 at the cluster level.

111B. Abler et al. / Psychiatry Research: Neuroimaging 183 (2010) 105–113
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Watch your thoughts

Watch your thoughts, for they become words.  
Watch your words, for they become actions. 
Watch your actions, for they become habits. 
Watch your habits, for they become your character.  
Watch your character, for it becomes your destiny.
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Computational approach

‣ Treat as “complex actions” 
• Basic emotion view 
• Action tendencies are important 
• Most prominent approach 
• Inflexibility -> Pavlovian account

p(a; s) / Q(a, s)
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Goal-directed decision making

• Each move: 30 odd options 
• 3040?  
• Legal boards ~10123 

• Can’t just do full tree search.
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Metareasoning

Huys and Renz, 2017 Biol. Psych.

‣ Resource constraints induce further problem 
‣ Optimally deploying resources
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FIGURE 2: Metareasoning. Given a state and a sequence of possible decisions, optimal action
choice involves evaluating a decision-tree (top left). The agent now faces the challenge of
deciding what to simulate. For instance, it could choose to first simulate the action going
left, and then continue down this branch (leftmost set of trees). Alternatively, it could su-
perficially consider the right action, and then start examining the left action. The metarea-
soning problem hence is a decision problem where the states are knowledge states about the
decision-tree, and the task is to simulate in a way that is most likely to yield a good final
choice.

because the computational cost is exponential in the size of the action space.

At an abstract level, emotional states are accompanied by distinct and richly experienced urges towards
particular classes of actions. (20) asked people to remember events of particular emotions, and then to
rate a list or 26 items about the kinds of behaviours they wanted to engage in, such as “I gave up”, “I
wanted to protect myself from someone or something” or “I wanted to help someone, to take care of
someone”. From the ratings of these statements, the emotion characterising the episode could be reliably
recovered. Though very abstract and, such rich descriptions are also important in psychotherapeutic
settings. In dialectic behaviour therapy, individuals are initially taught to recognise emotions by the action
tendencies they recognise (70).

Emotions also induce physiological and vegetative changes. However, physiological signatures of emo-
tions do not appear to readily differentiate between categorically defined emotions but rather provide a
few classes of general action preparations ((77, 80, 81, 82); though see (26)). A preparatory increase in
heart rate to compensate for the anticipated drop in peripheral resistance upon supplying blood to large
muscle groups is required running be it when escaping or for fun. As such, these be seen as a preparation
towards a class of behaviours that share physiological requirements.

4.1.2 State observation

The complexity of model-based evaluation is also exponential in the range of states considered. There is
ample evidence for emotion- or mood-congruent processing biases (83, 84). For instance, (85) showed
that exposure to sad music and recollection of sad memories produces an attentional bias towards sad
words, and such biases arise from the emotional state rather than purely from the exposure to the emo-
tional word (86). By restricting attention to particular states and disregarding others, the problem could
again be reduced in size (87), for instance by pruning (43) searches along branches of the decision-tree
that result in states outside the attentional focus.
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Metareasoning

‣ Resource constraints induce further problem 
‣ Optimally deploying resources 

‣ Entirely intractable 
‣ Approximations are mandatory

Q(b, c) =
X

b0

T (b0|b, c)[R(b0, c, b) + V(b0)]

Q(s, a) =
X

s0

T (s0|s, a)[R(s0, a, s) + V(s0)]

= bs,a
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Studying metareasoning

Lally et al., 2018, J. Neurosci; Huys et al., in prep.

tems can have stable “attractor” states. Indeed, computational analyses have shown that the transition into
and out of depression involves a shift between such stable states42, and that features of the dynamical
interactions are related to the onset, course and resolution of depression41. Dynamical interactions offer
the prospect of identifying novel treatment interventions because altering a subset of the interactions
can profoundly affect the dynamics of the entire system (Fig. 2C,D). This opens up the prospect of
“precision psychiatry”: highly targeted yet effective interventions.

Project 1: Metareasoning model of affect-cognition interactions

Emotions profoundly influence thoughts. In depression, negative cognitive styles, schemata and dysfunc-
tional attitudes in depression are evoked by negative emotions and involve an internal choice to focus on
certain aspects of the problem or situation at hand1,5,31,35,43. This raises the possibility that they involve
maladaptive metareasoning strategies44. Indeed, the nature of emotional biases in depression suggests
the involvement of model-based valuation16. They are prominent in response to complex stimuli that re-
quire interpretation9 but not in response to primary rewards such as sucrose liking11 and emerge slowly,
suggesting that they depend on computationally costly interpretation in the light of inner models29.

Direct evidence that aspects of metareasoning relate to maladaptive thought control comes from the prun-
ing task in Fig. 1: Pruning correlates with both depressive symptoms17 and the tendency to ruminate
(Fig. 3A). That is, the tendency to brood correlates with a failure to inhibit thoughts when encountering
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Figure 3: A: Pruning correlates negatively with

brooding rumination, suggesting that it represents

an internal choice not to think about subtrees

below salient losses (unpublished pilot data). B:

Pruning recruits the subgenual anterior cingulate

cortex (E)
26

. C: Screen presentation of the

affective metareasoning task. Each transition will

be associated with a fixed picture of a particular

emotion. Plans to navigate a particular path in the

maze will hence involve recalling particular

images. Project 1 will test whether this is

influenced systematically by emotions. (B): Pilot

data. Placing pleasant IAPS images along optimal

paths increases the probability of choosing the

optimal path more than placing aversive images

on the optimal path (p=0.03).

salient losses. Furthermore, the neural substrate
of pruning engages the subgenual anterior cingu-
late cortex (Fig. 3B26), an area which is involved
in helplessness2,15, where brain activity predicts
treatment response in depression30, and which is
a target for neurosurgical interventions in refractory
depression30.

However, this evidence is only correlative. What
is required to test whether and how emotions in-
fluence thought via metareasoning19 are causal
manipulations. A new affective metareasoning task
(AMT) will therefore a) combine the metareasoning
task (Fig. 1A) with emotion manipulations to induce
sadness, anger and anxiety and b) alter the surface
features of task. Transitions in the maze in Fig. 1A
will be represented as a sad, happy or angry im-
age from the International Affective Picture System
(IAPS; Fig. 3C). To move around the maze, sub-
jects will have to choose sequences of images. A
similar setup has been used to examine the repre-
sentation of sequential thoughts24,25. By attaching
particular emotional pictures to specific transitions,
I will be able to examine whether specific emotions
can causally bias the tendency to think about par-
ticular paths through the maze. Hypothesis H1: In-
ducing happiness, sadness and anger biases metareasoning towards paths involving images congruent
with the respective emotions. A second prediction is that stress, by reducing cognitive resources, should
increase the impact of affect on metareasoning. Hypothesis H2: Stress enhances the affect-induced
metareasoning bias. Finally, I will also seek to replicate and generalize the correlation between pruning
and rumination. Hypothesis H3: Rumination correlates with a metareasoning bias towards aversive IAPS
images.

Pilot data: As a preliminary test of whether emotional images might influence metareasoning (H1), I placed
IAPS images on the maze of the standard pruning task. Fig. 3D shows the cue-induced affective metarea-
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tems can have stable “attractor” states. Indeed, computational analyses have shown that the transition into
and out of depression involves a shift between such stable states42, and that features of the dynamical
interactions are related to the onset, course and resolution of depression41. Dynamical interactions offer
the prospect of identifying novel treatment interventions because altering a subset of the interactions
can profoundly affect the dynamics of the entire system (Fig. 2C,D). This opens up the prospect of
“precision psychiatry”: highly targeted yet effective interventions.

Project 1: Metareasoning model of affect-cognition interactions

Emotions profoundly influence thoughts. In depression, negative cognitive styles, schemata and dysfunc-
tional attitudes in depression are evoked by negative emotions and involve an internal choice to focus on
certain aspects of the problem or situation at hand1,5,31,35,43. This raises the possibility that they involve
maladaptive metareasoning strategies44. Indeed, the nature of emotional biases in depression suggests
the involvement of model-based valuation16. They are prominent in response to complex stimuli that re-
quire interpretation9 but not in response to primary rewards such as sucrose liking11 and emerge slowly,
suggesting that they depend on computationally costly interpretation in the light of inner models29.

Direct evidence that aspects of metareasoning relate to maladaptive thought control comes from the prun-
ing task in Fig. 1: Pruning correlates with both depressive symptoms17 and the tendency to ruminate
(Fig. 3A). That is, the tendency to brood correlates with a failure to inhibit thoughts when encountering
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Figure 3: A: Pruning correlates negatively with

brooding rumination, suggesting that it represents

an internal choice not to think about subtrees

below salient losses (unpublished pilot data). B:

Pruning recruits the subgenual anterior cingulate

cortex (E)
26

. C: Screen presentation of the

affective metareasoning task. Each transition will

be associated with a fixed picture of a particular

emotion. Plans to navigate a particular path in the

maze will hence involve recalling particular

images. Project 1 will test whether this is

influenced systematically by emotions. (B): Pilot

data. Placing pleasant IAPS images along optimal

paths increases the probability of choosing the

optimal path more than placing aversive images

on the optimal path (p=0.03).

salient losses. Furthermore, the neural substrate
of pruning engages the subgenual anterior cingu-
late cortex (Fig. 3B26), an area which is involved
in helplessness2,15, where brain activity predicts
treatment response in depression30, and which is
a target for neurosurgical interventions in refractory
depression30.

However, this evidence is only correlative. What
is required to test whether and how emotions in-
fluence thought via metareasoning19 are causal
manipulations. A new affective metareasoning task
(AMT) will therefore a) combine the metareasoning
task (Fig. 1A) with emotion manipulations to induce
sadness, anger and anxiety and b) alter the surface
features of task. Transitions in the maze in Fig. 1A
will be represented as a sad, happy or angry im-
age from the International Affective Picture System
(IAPS; Fig. 3C). To move around the maze, sub-
jects will have to choose sequences of images. A
similar setup has been used to examine the repre-
sentation of sequential thoughts24,25. By attaching
particular emotional pictures to specific transitions,
I will be able to examine whether specific emotions
can causally bias the tendency to think about par-
ticular paths through the maze. Hypothesis H1: In-
ducing happiness, sadness and anger biases metareasoning towards paths involving images congruent
with the respective emotions. A second prediction is that stress, by reducing cognitive resources, should
increase the impact of affect on metareasoning. Hypothesis H2: Stress enhances the affect-induced
metareasoning bias. Finally, I will also seek to replicate and generalize the correlation between pruning
and rumination. Hypothesis H3: Rumination correlates with a metareasoning bias towards aversive IAPS
images.

Pilot data: As a preliminary test of whether emotional images might influence metareasoning (H1), I placed
IAPS images on the maze of the standard pruning task. Fig. 3D shows the cue-induced affective metarea-
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DSM IV Major Depressive Disorder

‣ depressed mood 
‣ anhedonia 
‣ hypersomnia / insomnia 
‣ weight gain / weight loss 
‣ psychomotor retardataion 
‣ fatigue 
‣ guilt / worthlessness / helplessness 
‣ indecisiveness, concentration difficulties 
‣ suicidality 

‣ duration & impairment
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McGlinchey et al., 2006

somatic concomitants of anxiety (e.g., headaches, muscle ten-
sion), and with both features combined. Correlations between
subjective and overt anger (! ! .34; p " 0.001) as well as
somatic and psychic anxiety (! ! .39; p " 0.001) were
significant.

RESULTS
Table 1 presents the psychometric performance of each of

the alternative symptoms. As evidenced from the ORs repre-
senting the overall ability of symptoms to differentiate MDD
from non-MDD, diminished drive was the strongest of the
alternative symptoms examined, outperforming all of the current
diagnostic criteria in the DSM-IV excepting depressed mood,

diminished interest or pleasure, and diminished concentration or
indecisiveness. When combined into one compound criterion,
diminished drive or loss of energy was endorsed by nearly all
MDD patients, and produced an OR differentiating MDD from
non-MDD that was higher than all other diagnostic criteria
except depressed mood.

Compared with the DSM-IV diagnostic criteria of
MDD, the compound criterion of helplessness and hopeless-
ness differentiated MDD from non-MDD more strongly over-
all than about half of the existing criteria. Likewise, when
taken as individual symptoms, helplessness and hopelessness
each performed more strongly than about half the DSM-IV
symptoms.

TABLE 1. Sensitivity, Specificity, OR, PPV and NPV of Alternative Symptom Criteria for Major
Depressive Disorder (N ! 1523)a

Symptom Sensitivity % Specificity % OR PPV % NPV %

Depressed mood 92.9 82.4 61.2 86.3 90.6
Loss of energy or diminished drive 97.6 55.3 50.1 72.3 95.0

Loss of energy 87.2 68.4 14.8 76.8 81.8
Diminished drive 88.2 69.9 17.3 77.8 83.2

Diminished interest/pleasure or diminished
drive

94.2 66.4 32.2 77.0 90.6

Diminished interest/pleasure 80.6 87.8 29.7 88.7 79.1
Diminished drive 88.2 69.9 17.3 77.8 83.2

Concentration/indecision 87.2 73.5 18.9 79.7 82.8
Diminished concentration 81.8 75.6 13.9 80.0 77.7
Indecisiveness 51.1 91.9 11.9 88.3 61.2

Worthlessness/excessive guilt 75.9 80.8 13.2 82.5 73.7
Worthlessness 61.3 88.3 12.0 86.2 65.6
Excessive guilt 54.0 87.0 7.9 83.3 61.3

Sleep disturbance 83.1 68.3 10.6 75.8 77.2
Insomnia 70.2 72.9 6.3 75.6 67.2
Hypersomnia 19.3 93.9 3.7 79.2 49.4

Hopelessness or helplessness 76.2 75.2 9.7 78.6 72.6
Hopelessness 55.5 84.9 7.0 81.4 61.5
Helplessness 59.7 84.6 8.1 82.2 63.7

Psychomotor change 54.6 87.8 8.6 84.2 61.8
Psychomotor agitation 34.5 90.9 5.3 81.9 53.7
Psychomotor retardation 28.0 96.3 10.0 89.9 52.8

Death/suicidal 56.7 86.3 8.2 83.2 62.5
Thoughts of death 55.9 87.6 8.9 84.3 62.4
Suicidal ideas, plan, or attempt 29.7 93.4 5.9 84.2 52.6

Appetite/weight disturbance 69.0 78.1 7.9 79.0 67.8
Decreased appetite 44.6 89.3 6.8 83.3 57.5
Increased appetite 18.9 92.5 2.9 75.1 48.9
Decreased weight 22.8 93.7 4.4 81.1 50.4
Increased weight 15.8 93.7 2.8 74.9 48.2

Lack of reactive mood 21.6 93.7 4.1 80.3 50.0
Anxiety 69.0 57.8 3.0 66.1 60.9

Psychic anxiety 58.7 67.4 2.9 68.3 57.8
Somatic anxiety 45.8 74.9 2.5 68.6 53.7

Anger 43.5 73.9 2.2 66.6 52.3
Subjective anger or annoyance 32.2 86.5 3.0 74.0 51.6
Overtly expressed anger or annoyance 27.3 80.8 1.6 63.0 48.2

aPrimary (SCID) and secondary (SADS) symptoms in bold.
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somatic concomitants of anxiety (e.g., headaches, muscle ten-
sion), and with both features combined. Correlations between
subjective and overt anger (! ! .34; p " 0.001) as well as
somatic and psychic anxiety (! ! .39; p " 0.001) were
significant.

RESULTS
Table 1 presents the psychometric performance of each of

the alternative symptoms. As evidenced from the ORs repre-
senting the overall ability of symptoms to differentiate MDD
from non-MDD, diminished drive was the strongest of the
alternative symptoms examined, outperforming all of the current
diagnostic criteria in the DSM-IV excepting depressed mood,

diminished interest or pleasure, and diminished concentration or
indecisiveness. When combined into one compound criterion,
diminished drive or loss of energy was endorsed by nearly all
MDD patients, and produced an OR differentiating MDD from
non-MDD that was higher than all other diagnostic criteria
except depressed mood.

Compared with the DSM-IV diagnostic criteria of
MDD, the compound criterion of helplessness and hopeless-
ness differentiated MDD from non-MDD more strongly over-
all than about half of the existing criteria. Likewise, when
taken as individual symptoms, helplessness and hopelessness
each performed more strongly than about half the DSM-IV
symptoms.

TABLE 1. Sensitivity, Specificity, OR, PPV and NPV of Alternative Symptom Criteria for Major
Depressive Disorder (N ! 1523)a

Symptom Sensitivity % Specificity % OR PPV % NPV %

Depressed mood 92.9 82.4 61.2 86.3 90.6
Loss of energy or diminished drive 97.6 55.3 50.1 72.3 95.0

Loss of energy 87.2 68.4 14.8 76.8 81.8
Diminished drive 88.2 69.9 17.3 77.8 83.2

Diminished interest/pleasure or diminished
drive

94.2 66.4 32.2 77.0 90.6

Diminished interest/pleasure 80.6 87.8 29.7 88.7 79.1
Diminished drive 88.2 69.9 17.3 77.8 83.2

Concentration/indecision 87.2 73.5 18.9 79.7 82.8
Diminished concentration 81.8 75.6 13.9 80.0 77.7
Indecisiveness 51.1 91.9 11.9 88.3 61.2

Worthlessness/excessive guilt 75.9 80.8 13.2 82.5 73.7
Worthlessness 61.3 88.3 12.0 86.2 65.6
Excessive guilt 54.0 87.0 7.9 83.3 61.3

Sleep disturbance 83.1 68.3 10.6 75.8 77.2
Insomnia 70.2 72.9 6.3 75.6 67.2
Hypersomnia 19.3 93.9 3.7 79.2 49.4

Hopelessness or helplessness 76.2 75.2 9.7 78.6 72.6
Hopelessness 55.5 84.9 7.0 81.4 61.5
Helplessness 59.7 84.6 8.1 82.2 63.7

Psychomotor change 54.6 87.8 8.6 84.2 61.8
Psychomotor agitation 34.5 90.9 5.3 81.9 53.7
Psychomotor retardation 28.0 96.3 10.0 89.9 52.8

Death/suicidal 56.7 86.3 8.2 83.2 62.5
Thoughts of death 55.9 87.6 8.9 84.3 62.4
Suicidal ideas, plan, or attempt 29.7 93.4 5.9 84.2 52.6

Appetite/weight disturbance 69.0 78.1 7.9 79.0 67.8
Decreased appetite 44.6 89.3 6.8 83.3 57.5
Increased appetite 18.9 92.5 2.9 75.1 48.9
Decreased weight 22.8 93.7 4.4 81.1 50.4
Increased weight 15.8 93.7 2.8 74.9 48.2

Lack of reactive mood 21.6 93.7 4.1 80.3 50.0
Anxiety 69.0 57.8 3.0 66.1 60.9

Psychic anxiety 58.7 67.4 2.9 68.3 57.8
Somatic anxiety 45.8 74.9 2.5 68.6 53.7

Anger 43.5 73.9 2.2 66.6 52.3
Subjective anger or annoyance 32.2 86.5 3.0 74.0 51.6
Overtly expressed anger or annoyance 27.3 80.8 1.6 63.0 48.2

aPrimary (SCID) and secondary (SADS) symptoms in bold.
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Table 4
30-Day prevalence of depressive symptom cluster among respondents with a lifetime history of minor depression or major depression as a
function of recency of last episode

a30-Day prevalence of a depressive symptom cluster among
b b12-month cases Other cases

% (S.E.) (n) % (S.E.) (n)

Minor depression 27.1 (2.2) (432) 15.8 (1.7) (378)
Major depression

cMD 5–6 40.8 (2.5) (378) 15.7 (1.8) (286)
c cMD 7–9 57.4 (2.9) (371) 20.1 (2.2) (235)
c cTotal MD 49.2 (1.9) (749) 17.6 (0.7) (521)

aThe depressive symptom cluster was defined as reporting in a 30-day symptom screening scale (i) either feeling sad, blue, or depressed or
being interested in things that usually interest you ‘‘most of the time’’ or ‘‘some of the time’’ and (ii) experiencing at least two other
depressive symptoms at least ‘‘some of the time.’’
b12-month case5 recency of mD or MD was in the past 12 months; other cases5 recency of mD or MD was more than 12 months ago.
cSignificantly different from mD at the .05 level, two-tailed test.

Table 5
Prevalences of lifetime interference, help seeking, and use of medication for minor depression and major depression

a a a aInterference Saw MD Saw other Took medication Any of the four

% (S.E.) % (S.E.) % (S.E.) % (S.E.) % (S.E.) (n)

Minor depression 18.1 (1.1) 24.5 (1.3) 12.1 (1.0) 10.0 (0.9) 42.0 (1.5) (810)
b b b bMajor depression 5–6 29.7 (1.4) 27.8 (1.4) 18.0 (1.2) 15.8 (1.1) 49.7 (1.5) (664)
b b b b bMajor depression 7–9 52.3 (1.7) 35.3 (1.6) 21.5 (1.4) 20.3 (1.4) 68.2 (1.6) (606)

aInterference5 the percent of respondents who reported that their depression ever interfered a lot with their life and activities; Saw
MD5 the percent of respondents who reported that they ever saw a medical doctor about their depression; Saw other5 the percent of
respondents who reported that they ever saw some other type of professional (e.g. psychologist, clergy, human services professional) about
their depression; Took medication5 the percent of respondents who reported that they ever took medications more than once for their
depression.
bSignificantly different from mD at the .05 level, two-tailed test.

depression ever interfered a lot with their life and work cutback days during the past 30 days reported
activities, the percent who saw a doctor or some by respondents as due to problems with their emo-
other professional about their depression, and the tions, nervous, mental health, or their use of alcohol
percent who took medication for their depression. or drugs—in the subsample of respondents with
There is a clear gradient of increasing impairment recent (past year) depression. In the subsample of
from mD to MD 7–9 for each of these indicators. A employed respondents, the average number of mental
substantial minority of those with mD (42.0%) and health work loss days in the past 30 days is identical
larger proportions of those with MD 5–6 (49.7%) for those with recent mD (0.17) and MD 5–6 (0.17),
and MD 7–9 (68.2%) reported at least one of these but much larger for those with recent MD 7–9
indicators of impairment. The differences in impair- (0.48). Average mental health work cutback days are
ment between mD and MD 5–6 are consistently as much larger in number than work loss days, but still
small as or smaller than those between MD 5–6 and more similar for respondents with recent mD (0.79)
MD 7–9, implying that there is not a sharp divide and MD 5–6 (0.99) than those with MD 7–9 (2.75).
between the lifetime impairments associated with The results in the subsample of homemakers show
mD and MD. larger numbers of both work loss and cutback days

Table 6 shows data on more recent impair- than for employed people, but the same general
ments—the average number of work loss days and pattern of smaller differences between recent mD

R.C. Kessler et al. / Journal of Affective Disorders 45 (1997) 19 –30 25

Table 6
Average (mean) number of 30-day work loss and work cutback days associated with 12-month minor depression and major depression

Employed Homemakers

Work loss Work cutback Work loss Work cutback
days days days days

¯ ¯ ¯ ¯x (S.E.) x (S.E.) (n) x (S.E.) x (S.E.) (n)

Minor depression 0.17 (0.11) 0.79 (0.23) (242) 0.10 (0.10) 1.15 (0.78) (40)
Major depression 5–6 0.17 (0.04) 0.99 (0.20) (227) 0.36 (0.35) 1.20 (0.46) (30)

a a a aMajor depression 7–9 0.48 (0.13) 2.75 (0.34) (222) 1.70 (0.59) 4.27 (1.08) (49)
aSignificant difference with mD at the .05 level, two-tailed test.

and MD 5–6 than between recent MD 5–6 and MD secondary’’ in the same sense that they had at least
7–9. one of these other disorders prior to their first onset

of depression.
2.6. Comorbidities of mD and MD with other The effects of these earlier disorders in predicting
NCS /DSM-III-R disorders the subsequent onset of mD and MD were estimated

from a series of discrete-time survival models based
The results in the first column of Table 7 show on retrospective age of onset reports that treated the

that a much larger proportion of minor depressives earlier disorders one at a time (i.e. a single disorder
(45.5%) than major depressives (27.0%) have in each prediction equation) as time-varying predic-
‘‘pure’’ lifetime depressive disorders, defined as tors and assumed proportionality of hazards across
depression in the absence of any other NCS/DSM- time. The survival coefficients were exponentiated to
III-R anxiety disorders (panic disorder, generalized yield odds-ratios (ORs). These ORs are reported in
anxiety disorder, agoraphobia with or without panic, Table 8.
simple phobia, social phobia, post-traumatic stress Focusing first on the effects of prior anxiety
disorder) or addictive disorders (alcohol abuse and disorders: All but one of these ORs are greater than
dependence, drug abuse and dependence). As shown 1.0 and the vast majority are statistically significant,
in the last column of Table 7, a comparison of meaning that prior anxiety disorders are associated
retrospective age of onset reports suggest that the with increased risk of both subsequent mD and
vast majority of respondents with lifetime cormorbid subsequent MD. The ORs associated with mD are
mD (75.8%) and MD (70.4%) were ‘‘temporally smaller than those associated with MD for all anxiety

Table 7
aTemporal priority and lifetime comorbidity of minor depression and major depression with other NCS/DSM-III-R disorders

b b b bPure Temporally primary Same year Temporally secondary (n)
% % % %

Minor depression 45.5 7.2 5.9 41.3 (810)
Major depression
MD 5–6 33.6 12.4 8.3 45.7 (664)
MD 7–9 19.7 10.9 11.9 57.6 (606)
Total MD 27.0 11.6 10.0 51.4 (1270)
aOther NCS/DSM-III-R disorders include anxiety disorders (Panic disorder, generalized anxiety disorder, agoraphobia with or without
panic, simple phobia, social phobia, post-traumatic stress disorders and addictive disorders [alcohol abuse and dependence, drug abuse and
dependence].
bA ‘‘pure’’ depression was defined as one in which the respondent had no lifetime history of any of the other disorders considered here. A
‘‘temporally primaary’’ depression was defined as one in which the respondent had a lifetime history of at least one other disorder but the
retrospectively reported age of onset of depression and at least one other disorder were both reported to have had the same age of onset that
was earlier than the age of onset of any other disorder. A ‘‘temporally secondary’’ depression was defined as one in which depression had a
later age of onset than at least one other disorder.
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Comparison Unadjusted Adjusted
Group Group Odds Ratio Odds Ratio

Age, y
18-24
25-34
35-44
45-64

Socioeconomic
status,
quartile

1
2
3

Race
 
Hispanic
Other

Marital status

Divorced/
separated

Widowed
Single

Sex

Site
St Louis,

Mo
Durham,

NC
Los Angeles,

Calif
Psychiatric

disorder
Dysthymia

65-

Quartile 4

W

Married

M

Baltimore,
Md

Absence of
disorder
at wave I

Panic
disorder

Somatization
Alcohol

abuse
Other drug

abuse
Obsessive-

compulsive
disorder

Schizophrenia
Depressive

symptoms

1.9(1.0-3.6)+ 1.8(0.8-2.3)
2.1 (1.2-3.6)+ 1.8(0.9-3.6)
1.4(0.7-2.7) 1.2(0.6-2.5)
1.8(1.0-3.1)+ 1.6(0.9-3.0)

1.2(0.7-2.0) 1.0(0.5-1.9)
1.1 (0.6-1.8) 1.0(0.6-1.7)
1.0(0.6-1.7) 0.9(0.5-1.5)

0.9(0.6-1.4) 0.8(0.2-2.9)
2.2(1.4-3.5)+ 2.7(1.3-5.3)+
0.9(0.3-2.9) 1.0(0.3-3.6)

1.6(1.0-2.5)+ 1.3(0.8-2.1)

1.1 (0.7-1.9)
1.2(0.8-1.9)

1.3(0.7-2.4)
1.0(0.6-1.7)

1.7(1.2-2.4)+ 1.5(1.0-2.3)+

2.4(1.4-4.1)+ 2.5(1.4-4.3)+

1.5(0.9-2.7) 1.8(1.0-3.1)+

2.3(1.3-3.9)+ 1.4(0.7-2.9)

3.8(1.9-7.6)+ 5.5(2.6-11.6)+

6.4(2.7-15.0)+ 1.9(0.7-5.0)

11.0(2.5-49.3)+ 3.9(0.8-18.8)
1.5(0.9-2.3) 1.2(0.7-2.0)

1.8(0.9-3.4) 1.0(0.5-2.0)

3.5(1.7-6.9)+ 1.6(0.8-3.3)

6.5(2.8-15.2)+ 2.9(1.1-7.6)+
4.5 (3.2-6.3)+ 4.4 (3.0-6.4)+

"Values in parentheses are 95% confidence intervals for the odds ra¬
tio.

+P-C.05.

Psychiatrie
Disorder

Unadjusted
Attributable

Risk

Adjusted
Attributable

Risk

Dysthymia 0.050 0.077
Panic disorder 0.039 0.007
Somatization 0.017 0.006
Alcohol abuse 0.057 0.020
Other drug abuse 0.030 0.000

Obsessive-compulsive disorder 0.049 0.011

Schizophrenia 0.040 0.013

Depressive symptoms 0.581 0.553

lems and problems associated with alcohol or other drugs (by
self-report).

Incidence
In these analyses, incidence is defined as a first-onset major de¬

pression during a period of 1 year. All subjects who met criteria
for DIS /DSM-I1I major depression at any time before the wave I
interview were excluded from these analyses. Subjects who had
an episode of major depression between the wave I and wave II
interviews, conducted 1 year apart, represented incident cases of
first-onset major depression. Some respondents did not meet cri-

feria for major depression at the wave I interview, yet at wave II
reported an onset of major depression that began before the time
of the wave I interview (Tl). All of these cases met our criteria for
depressive symptoms, ie, two symptoms for 2 weeks before Tl.
These are cases in which some symptoms of depression began
before Tl but for whom the full syndrome did not emerge until
after the wave I interview.

Because of the limitations of human memory, some "incident"
cases at the time of the wave II (T2) were probably in partial re¬
mission at Tl. This would result in a slight overestimation of in¬
cidence rates. We did not, however, count as incident cases those
first reported at wave II that did not also meet major depression
criteria during the preceding year.

Statistical Methods
Results are reported with adjustment for the complex sampling

used in the ECA Study.15  2 Statistics were used to establish any
overall evidence of statistical significance (Tables 1 and 2) and to
compute  values for the stratified analysis (Table 3).

In Table 4, relative risk was estimated and specific hypotheses
regarding relative risk were tested by the use of logistic regres¬
sion to estimate odds ratios, with lower and upper confidence in¬
tervals. The adjusted estimates in Table 4 indicate the results of
a single multiple logistic regression model with all factors simul¬
taneously controlled.13 Table 5 uses the following formula as a
conservative estimate of adjusted population attributable risk:
pRFX(RRa-l)/[pRFX(RRa-l) + l], where pRF is the prevalence
of the risk factor and RRa is the adjusted relative risk derived from
the logistic regression coefficient for that risk factor. This formula
expresses mathematically the concept that population attribut¬
able risk is a function of both relative risk and the prevalence of
the risk factor in the population. Results in Table 5 were
confirmed with an alternate method of calculation suggested by
Greenland19 and were found to be consistent. We note that this
definition of attributable risk differs from the more commonly
used definition, ie, the difference between incidence in the
exposed and the unexposed populations. The latter definition
does not account for rates of exposure in the population and, thus,
is not a "population attributable risk."

RESULTS
Incidence

The weighted 1-year incidence rate per 100 of first-onset major
depression at four ECA Study sites was 1.4 (Table 1). Rates at
Baltimore, Durham, Los Angeles, and St Louis varied from 0.8/
100 to 1.9/100 per year.

Sociodemographic Characteristics
Using  2 statistics to test for differences, we found that persons

with first-onset major depression were significantly more likely
to be female than male (Table 2) or to be Hispanic than white,
black, or other race.

Downloaded From: http://archpsyc.jamanetwork.com/ by a Johns Hopkins University User  on 05/15/2014
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Comparison Unadjusted Adjusted
Group Group Odds Ratio Odds Ratio

Age, y
18-24
25-34
35-44
45-64

Socioeconomic
status,
quartile

1
2
3

Race
 
Hispanic
Other

Marital status

Divorced/
separated

Widowed
Single

Sex

Site
St Louis,

Mo
Durham,

NC
Los Angeles,

Calif
Psychiatric

disorder
Dysthymia

65-

Quartile 4

W

Married

M

Baltimore,
Md

Absence of
disorder
at wave I

Panic
disorder

Somatization
Alcohol

abuse
Other drug

abuse
Obsessive-

compulsive
disorder

Schizophrenia
Depressive

symptoms

1.9(1.0-3.6)+ 1.8(0.8-2.3)
2.1 (1.2-3.6)+ 1.8(0.9-3.6)
1.4(0.7-2.7) 1.2(0.6-2.5)
1.8(1.0-3.1)+ 1.6(0.9-3.0)

1.2(0.7-2.0) 1.0(0.5-1.9)
1.1 (0.6-1.8) 1.0(0.6-1.7)
1.0(0.6-1.7) 0.9(0.5-1.5)

0.9(0.6-1.4) 0.8(0.2-2.9)
2.2(1.4-3.5)+ 2.7(1.3-5.3)+
0.9(0.3-2.9) 1.0(0.3-3.6)

1.6(1.0-2.5)+ 1.3(0.8-2.1)

1.1 (0.7-1.9)
1.2(0.8-1.9)

1.3(0.7-2.4)
1.0(0.6-1.7)

1.7(1.2-2.4)+ 1.5(1.0-2.3)+

2.4(1.4-4.1)+ 2.5(1.4-4.3)+

1.5(0.9-2.7) 1.8(1.0-3.1)+

2.3(1.3-3.9)+ 1.4(0.7-2.9)

3.8(1.9-7.6)+ 5.5(2.6-11.6)+

6.4(2.7-15.0)+ 1.9(0.7-5.0)

11.0(2.5-49.3)+ 3.9(0.8-18.8)
1.5(0.9-2.3) 1.2(0.7-2.0)

1.8(0.9-3.4) 1.0(0.5-2.0)

3.5(1.7-6.9)+ 1.6(0.8-3.3)

6.5(2.8-15.2)+ 2.9(1.1-7.6)+
4.5 (3.2-6.3)+ 4.4 (3.0-6.4)+

"Values in parentheses are 95% confidence intervals for the odds ra¬
tio.

+P-C.05.

Psychiatrie
Disorder

Unadjusted
Attributable

Risk

Adjusted
Attributable

Risk

Dysthymia 0.050 0.077
Panic disorder 0.039 0.007
Somatization 0.017 0.006
Alcohol abuse 0.057 0.020
Other drug abuse 0.030 0.000

Obsessive-compulsive disorder 0.049 0.011

Schizophrenia 0.040 0.013

Depressive symptoms 0.581 0.553

lems and problems associated with alcohol or other drugs (by
self-report).

Incidence
In these analyses, incidence is defined as a first-onset major de¬

pression during a period of 1 year. All subjects who met criteria
for DIS /DSM-I1I major depression at any time before the wave I
interview were excluded from these analyses. Subjects who had
an episode of major depression between the wave I and wave II
interviews, conducted 1 year apart, represented incident cases of
first-onset major depression. Some respondents did not meet cri-

feria for major depression at the wave I interview, yet at wave II
reported an onset of major depression that began before the time
of the wave I interview (Tl). All of these cases met our criteria for
depressive symptoms, ie, two symptoms for 2 weeks before Tl.
These are cases in which some symptoms of depression began
before Tl but for whom the full syndrome did not emerge until
after the wave I interview.

Because of the limitations of human memory, some "incident"
cases at the time of the wave II (T2) were probably in partial re¬
mission at Tl. This would result in a slight overestimation of in¬
cidence rates. We did not, however, count as incident cases those
first reported at wave II that did not also meet major depression
criteria during the preceding year.

Statistical Methods
Results are reported with adjustment for the complex sampling

used in the ECA Study.15  2 Statistics were used to establish any
overall evidence of statistical significance (Tables 1 and 2) and to
compute  values for the stratified analysis (Table 3).

In Table 4, relative risk was estimated and specific hypotheses
regarding relative risk were tested by the use of logistic regres¬
sion to estimate odds ratios, with lower and upper confidence in¬
tervals. The adjusted estimates in Table 4 indicate the results of
a single multiple logistic regression model with all factors simul¬
taneously controlled.13 Table 5 uses the following formula as a
conservative estimate of adjusted population attributable risk:
pRFX(RRa-l)/[pRFX(RRa-l) + l], where pRF is the prevalence
of the risk factor and RRa is the adjusted relative risk derived from
the logistic regression coefficient for that risk factor. This formula
expresses mathematically the concept that population attribut¬
able risk is a function of both relative risk and the prevalence of
the risk factor in the population. Results in Table 5 were
confirmed with an alternate method of calculation suggested by
Greenland19 and were found to be consistent. We note that this
definition of attributable risk differs from the more commonly
used definition, ie, the difference between incidence in the
exposed and the unexposed populations. The latter definition
does not account for rates of exposure in the population and, thus,
is not a "population attributable risk."

RESULTS
Incidence

The weighted 1-year incidence rate per 100 of first-onset major
depression at four ECA Study sites was 1.4 (Table 1). Rates at
Baltimore, Durham, Los Angeles, and St Louis varied from 0.8/
100 to 1.9/100 per year.

Sociodemographic Characteristics
Using  2 statistics to test for differences, we found that persons

with first-onset major depression were significantly more likely
to be female than male (Table 2) or to be Hispanic than white,
black, or other race.
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were conducted in person, when possible; otherwise, interviews
were conducted via telephone. Interviews were tape-recorded,
providing an opportunity for independent tape reviews by other in-
terviewers. This allowed for the assessment of interrater reliability.

Operational definition of prodromal, acute, and residual
phases and symptoms. In this study, the acute phase was
marked by meeting diagnostic criteria for a DSM–IV major de-
pressive episode or RDC criteria for a major or minor episode of
depression, and ended when these diagnostic criteria were no
longer met. Consistent with prior investigations, a symptom was
identified as prodromal if it appeared at any time before the acute
phase and remained consistently present into the acute phase.
Accordingly, the prodromal phase was operationally defined as the
period of time before the acute phase during which at least one
symptom was continuously present. A symptom that was present
at any time during the acute phase and continued beyond the
acute phase was identified as a residual symptom. The residual
phase was operationally defined as the period of time after the
acute phase during which at least one symptom from the acute
phase remained.

For 14 episodes of depression analyzed in this study, residual
symptoms remained consistently into the next episode. In such
cases, the residual symptom(s) that consistently remained into the
subsequent episode were considered to also represent prodromal
symptoms of the next episode, and the halfway point between
episodes was designated as the end of the residual phase for
Episode 1 and the beginning of the prodromal phase for Episode 2.
This was admittedly an imprecise method for distinguishing resid-
ual versus prodromal symptoms and phases in these cases. How-
ever, it is noteworthy that this happened in only a small subsample
of participants (14 episodes out of the larger sample of 331
episodes), so we do not believe that these symptoms significantly
alter any of our analyses given the much larger overall sample size.

Results

Table 3 provided the frequency of appearance of each SADS
symptom in the prodromal and residual phases across the sample
of 331 episodes of depression.

Initial Analyses

To support the existence and relevance of the prodromal phase
of a depressive episode, the number of SADS-C symptoms present
immediately before and leading into the acute phase of a depres-
sive episode for 60 CVD participants who experienced a depres-
sive episode was compared, using a t test, with the number of
slight or clinically significant SADS-C symptoms present during
the corresponding period of time for the 60 matched participants
without a depressive episode. Table 2 provides the demographic
and cognitive risk characteristics of the 60 depressed CVD partic-
ipants and the 60 matched, nondepressed participants.

Congruent with the hypothesis, depressed participants had a
significantly greater number of symptoms during the prodromal
period than nondepressed, matched participants (M ! 3.46 vs. 1.40
symptoms), t(118) ! "2.043, p # .043. Furthermore, we con-
ducted chi-square analyses to identify symptoms significantly
more likely to be present during the prodromal period among the
depressed participants than among the nondepressed participants.

To adjust for multiple testing, only results with p # .01 were
regarded as significant. These analyses identified seven symptoms:
depressed mood, $2(1, N ! 120) ! 6.992, p # .008; decreased
interest in or pleasure from activities, $2(1, N ! 120) ! 6.602, p #
.01; decreased concentration, $2(1, N ! 120) ! 6.755, p # .009;
hopelessness, $2(1, N ! 120) ! 8.818, p # .003; worrying/
brooding, $2(1, N ! 120) ! 7.500, p # .006; decreased self-
esteem, $2(1, N ! 120) ! 8.100, p # .004; and irritability, $2(1,
N ! 120) ! 6.600, p # .01.

Hypothesis 1

To test the hypothesis that individuals would display similar
prodromal and residual symptom profiles for a given episode of
depression, the prodromal and residual symptom profiles for each
individual in the study, for each of 331 episodes of depression
experienced, were compared by calculating Cohen’s kappa (%;
Cohen, 1960). Cohen’s kappa, a measure of homogeneity or agree-
ment across rating periods that adjusts for the magnitude of agree-
ment expected by chance, was calculated on the basis of the
presence or absence of the 29 SADS-C depression symptoms in
each episode’s prodromal and residual phases. Such an analytic
strategy has been used previously in studies of the concordance of
symptoms present during episodes of depression (e.g., Young et
al., 1990). Specifically, to assess the concordance of prodromal
and residual symptom occurrence for a given episode, the presence

Table 3
Frequency of Symptom Presentation in the Prodromal and
Residual Phases (N ! 331 Episodes)

Symptom
Prodromal
frequency

Residual
frequency

Depressed mood 95 79
Decreased appetite 42 40
Weight loss 13 12
Increased appetite 10 12
Weight gain 20 17
Initial insomnia 29 30
Middle insomnia 13 10
Early waking 11 14
Hypersomnia 23 22
Decreased energy 38 35
Decreased interest or pleasure 82 75
Self-blame 51 55
Decreased concentration 78 75
Indecision 6 8
Suicidality 6 5
Psychomotor agitation 6 5
Psychomotor retardation 10 7
Crying more frequently 34 31
Inability to cry 4 2
Hopelessness 195 201
Worrying/Brooding 104 118
Decreased self-esteem 195 199
Irritability 85 72
Dependency 45 46
Self-pity 24 28
Somatic complaints 5 4
Decreased effectiveness 38 37
Helplessness 35 28
Decreased initiation of voluntary

responses 19 23
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Comparison Unadjusted Adjusted
Group Group Odds Ratio Odds Ratio

Age, y
18-24
25-34
35-44
45-64

Socioeconomic
status,
quartile

1
2
3

Race
 
Hispanic
Other

Marital status

Divorced/
separated

Widowed
Single

Sex

Site
St Louis,

Mo
Durham,

NC
Los Angeles,

Calif
Psychiatric

disorder
Dysthymia

65-

Quartile 4

W

Married

M

Baltimore,
Md

Absence of
disorder
at wave I

Panic
disorder

Somatization
Alcohol

abuse
Other drug

abuse
Obsessive-

compulsive
disorder

Schizophrenia
Depressive

symptoms

1.9(1.0-3.6)+ 1.8(0.8-2.3)
2.1 (1.2-3.6)+ 1.8(0.9-3.6)
1.4(0.7-2.7) 1.2(0.6-2.5)
1.8(1.0-3.1)+ 1.6(0.9-3.0)

1.2(0.7-2.0) 1.0(0.5-1.9)
1.1 (0.6-1.8) 1.0(0.6-1.7)
1.0(0.6-1.7) 0.9(0.5-1.5)

0.9(0.6-1.4) 0.8(0.2-2.9)
2.2(1.4-3.5)+ 2.7(1.3-5.3)+
0.9(0.3-2.9) 1.0(0.3-3.6)

1.6(1.0-2.5)+ 1.3(0.8-2.1)

1.1 (0.7-1.9)
1.2(0.8-1.9)

1.3(0.7-2.4)
1.0(0.6-1.7)

1.7(1.2-2.4)+ 1.5(1.0-2.3)+

2.4(1.4-4.1)+ 2.5(1.4-4.3)+

1.5(0.9-2.7) 1.8(1.0-3.1)+

2.3(1.3-3.9)+ 1.4(0.7-2.9)

3.8(1.9-7.6)+ 5.5(2.6-11.6)+

6.4(2.7-15.0)+ 1.9(0.7-5.0)

11.0(2.5-49.3)+ 3.9(0.8-18.8)
1.5(0.9-2.3) 1.2(0.7-2.0)

1.8(0.9-3.4) 1.0(0.5-2.0)

3.5(1.7-6.9)+ 1.6(0.8-3.3)

6.5(2.8-15.2)+ 2.9(1.1-7.6)+
4.5 (3.2-6.3)+ 4.4 (3.0-6.4)+

"Values in parentheses are 95% confidence intervals for the odds ra¬
tio.

+P-C.05.

Psychiatrie
Disorder

Unadjusted
Attributable

Risk

Adjusted
Attributable

Risk

Dysthymia 0.050 0.077
Panic disorder 0.039 0.007
Somatization 0.017 0.006
Alcohol abuse 0.057 0.020
Other drug abuse 0.030 0.000

Obsessive-compulsive disorder 0.049 0.011

Schizophrenia 0.040 0.013

Depressive symptoms 0.581 0.553

lems and problems associated with alcohol or other drugs (by
self-report).

Incidence
In these analyses, incidence is defined as a first-onset major de¬

pression during a period of 1 year. All subjects who met criteria
for DIS /DSM-I1I major depression at any time before the wave I
interview were excluded from these analyses. Subjects who had
an episode of major depression between the wave I and wave II
interviews, conducted 1 year apart, represented incident cases of
first-onset major depression. Some respondents did not meet cri-

feria for major depression at the wave I interview, yet at wave II
reported an onset of major depression that began before the time
of the wave I interview (Tl). All of these cases met our criteria for
depressive symptoms, ie, two symptoms for 2 weeks before Tl.
These are cases in which some symptoms of depression began
before Tl but for whom the full syndrome did not emerge until
after the wave I interview.

Because of the limitations of human memory, some "incident"
cases at the time of the wave II (T2) were probably in partial re¬
mission at Tl. This would result in a slight overestimation of in¬
cidence rates. We did not, however, count as incident cases those
first reported at wave II that did not also meet major depression
criteria during the preceding year.

Statistical Methods
Results are reported with adjustment for the complex sampling

used in the ECA Study.15  2 Statistics were used to establish any
overall evidence of statistical significance (Tables 1 and 2) and to
compute  values for the stratified analysis (Table 3).

In Table 4, relative risk was estimated and specific hypotheses
regarding relative risk were tested by the use of logistic regres¬
sion to estimate odds ratios, with lower and upper confidence in¬
tervals. The adjusted estimates in Table 4 indicate the results of
a single multiple logistic regression model with all factors simul¬
taneously controlled.13 Table 5 uses the following formula as a
conservative estimate of adjusted population attributable risk:
pRFX(RRa-l)/[pRFX(RRa-l) + l], where pRF is the prevalence
of the risk factor and RRa is the adjusted relative risk derived from
the logistic regression coefficient for that risk factor. This formula
expresses mathematically the concept that population attribut¬
able risk is a function of both relative risk and the prevalence of
the risk factor in the population. Results in Table 5 were
confirmed with an alternate method of calculation suggested by
Greenland19 and were found to be consistent. We note that this
definition of attributable risk differs from the more commonly
used definition, ie, the difference between incidence in the
exposed and the unexposed populations. The latter definition
does not account for rates of exposure in the population and, thus,
is not a "population attributable risk."

RESULTS
Incidence

The weighted 1-year incidence rate per 100 of first-onset major
depression at four ECA Study sites was 1.4 (Table 1). Rates at
Baltimore, Durham, Los Angeles, and St Louis varied from 0.8/
100 to 1.9/100 per year.

Sociodemographic Characteristics
Using  2 statistics to test for differences, we found that persons

with first-onset major depression were significantly more likely
to be female than male (Table 2) or to be Hispanic than white,
black, or other race.
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are contributing to the onset and maintenance of depression epi-
sodes. Indeed, consistency of symptoms experienced within indi-
viduals across episodes of depression has been suggested (e.g.,
Paykel, Prusoff, & Tanner, 1976), but these findings are mixed as
other studies have not found a significant consistency of symptoms
between episodes (e.g., Young et al., 1987) or only demonstrated
consistency when the severity of the episodes were taken into
account (e.g., Young, Fogg, Scheftner, & Fawcett, 1990). In terms
of the prodromal phase of depression episodes, consistency within
individuals across prodromes has been suggested in several pre-
liminary studies of unipolar and bipolar depression (e.g., Fava et
al., 1990; Keitner et al., 1996; Molnar, Feeney, & Fava, 1988;
Smith & Tarrier, 1992). Consistency in the early symptom pre-
sentation across individuals with the same subtype of depression
has also been demonstrated for depressive episodes in seasonal
affective disorder (SAD), where the core symptoms of SAD (hy-
persomnia, appetite increase, and fatigue) were observed to typi-
cally be the earliest symptoms to appear (e.g., Young, Watel,
Lahmeyer, & Eastman, 1991). Taken together, these studies could
offer preliminary evidence that for a given individual or subtype of
depression, depressive episodes might tend to begin according to
consistent symptom sequences. However, longitudinal studies in
which assessments sensitive to prodromal symptom presentation
are used have not been conducted to adequately address this
question.

There is also preliminary evidence that the prodromal and
residual symptoms of an episode of depression can be quite sim-
ilar. Fava, Grandi, Zilezny, Canestrari, and Morphy (1994) found
that the majority of residual symptoms present after treatment were
also present in the prodromal phase of the disorder. Similarly,
Mahnert, Reicher, Zalaudek, and Zapotoczky (1997) reported that
in a sample of 15 individuals, prodromal and residual symptoms
were similar within individuals based on retrospective recall. The
applicability of these findings to our understanding of the relation
between prodromal and residual symptoms in depression is tem-
pered by the treatment received in these samples and the retro-
spective reporting. Still, they highlight the possibility that prodro-
mal and residual symptoms are related.

Relations between early symptoms to appear and the latest to
remit have been hypothesized in several theories of depression.
Hopelessness theory of depression (Abramson, Metalsky, & Alloy,
1989) and the dual vulnerability theory of seasonal affective dis-
order (see Young, Reardon, & Azam, 2008; Young et al., 1991)
both posit that the core symptoms of hopelessness depression (HD)
and SAD would be the earliest symptoms to present in episodes of
HD and SAD, respectively, and secondary symptoms would ap-
pear as a response to the core symptoms. Indeed, evidence has
been presented to support the notion that the core symptoms of
SAD (hypersomnia, appetite increase, and fatigue) tend to appear
before secondary symptoms (Young et al., 2008, 1991). Moreover,
these theories both posit that the core symptoms would be the first
to remit, then triggering the remission of the secondary symptoms.
To our knowledge, no studies of the order of symptom remission
in HD or SAD have been conducted to validate these hypotheses.

These theories are in contrast to the process proposed in “the
rollback phenomenon” (Detre & Jarecki, 1971). According to the
rollback phenomenon, as depression remits, it will repeat, in re-
verse order, many of the stages and symptoms experienced as the
episode developed. Accordingly, the prodromal symptoms of the

disorder, representing the early stage, would be the last symptoms
to remit, potentially explaining the relation between prodromal and
residual symptomatology. Fava and colleagues (1994) argued that
their findings, and those of Manhert and colleagues (1997), pro-
vide support for the rollback phenomenon. The rollback phenom-
enon hypothesis further presupposes a temporal relation between
the period of development of the disorder and the duration of the
recovery phase, suggesting that the duration of prodromal and
residual phases would be similar. The rationale being that a long
run-up to the acute phase would be indicative of a more chronic
course of depression, including a longer residual phase. Studies of
this relation have not been conducted to date.

Piecing together the preliminary evidence for the occurrence of
prodromal symptoms in depression episodes with the preliminary
evidence for the rollback phenomenon reviewed above, a model
for the relation between prodromal and residual symptoms and
phases of depressive episodes can be generated (see Figure 1). In
this model, the prodromal symptoms form the core syndrome of
the disorder, remain through the depressive episode, and are likely
to remain as the last, potentially residual, symptoms. Episodes
represent the more pronounced peaks of symptomatology.

Taken together, the literature involving patterns of symptom
presentation and remission in depression indicates that studying
the early course of depression holds the potential to inform re-
searchers’ understanding of the pathological processes underlying
depression. However, empirically based, theoretical conceptualiza-
tions of the depressive prodrome have not been generated or tested
as yet, and are sorely needed. In addition, previous studies of the
depressive prodrome used retrospective designs. The present study
had two goals: (a) to enhance understanding of the early course of
depression by identifying prodromal symptoms present in a lon-
gitudinal study of the course of depression and (b) to test hypoth-
eses regarding the relation between prodromal and residual symp-
toms and phases of depressive episodes.

We hypothesized that individuals who developed an acute epi-
sode of depression would exhibit significantly more depressive
symptoms in the run-up to the acute phase (prodromal symptoms)
compared with a similar period of time for individuals who do not
go on to develop an acute episode. Analyses were conducted to test
this hypothesis and to identify specific depressive symptoms that
were particularly likely to appear before the acute phase of an
episode of depression.

                 Time
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Figure 1. Model for the development of prodromal symptoms and their
relation to the symptomatic course of depressive episodes.
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were conducted in person, when possible; otherwise, interviews
were conducted via telephone. Interviews were tape-recorded,
providing an opportunity for independent tape reviews by other in-
terviewers. This allowed for the assessment of interrater reliability.

Operational definition of prodromal, acute, and residual
phases and symptoms. In this study, the acute phase was
marked by meeting diagnostic criteria for a DSM–IV major de-
pressive episode or RDC criteria for a major or minor episode of
depression, and ended when these diagnostic criteria were no
longer met. Consistent with prior investigations, a symptom was
identified as prodromal if it appeared at any time before the acute
phase and remained consistently present into the acute phase.
Accordingly, the prodromal phase was operationally defined as the
period of time before the acute phase during which at least one
symptom was continuously present. A symptom that was present
at any time during the acute phase and continued beyond the
acute phase was identified as a residual symptom. The residual
phase was operationally defined as the period of time after the
acute phase during which at least one symptom from the acute
phase remained.

For 14 episodes of depression analyzed in this study, residual
symptoms remained consistently into the next episode. In such
cases, the residual symptom(s) that consistently remained into the
subsequent episode were considered to also represent prodromal
symptoms of the next episode, and the halfway point between
episodes was designated as the end of the residual phase for
Episode 1 and the beginning of the prodromal phase for Episode 2.
This was admittedly an imprecise method for distinguishing resid-
ual versus prodromal symptoms and phases in these cases. How-
ever, it is noteworthy that this happened in only a small subsample
of participants (14 episodes out of the larger sample of 331
episodes), so we do not believe that these symptoms significantly
alter any of our analyses given the much larger overall sample size.

Results

Table 3 provided the frequency of appearance of each SADS
symptom in the prodromal and residual phases across the sample
of 331 episodes of depression.

Initial Analyses

To support the existence and relevance of the prodromal phase
of a depressive episode, the number of SADS-C symptoms present
immediately before and leading into the acute phase of a depres-
sive episode for 60 CVD participants who experienced a depres-
sive episode was compared, using a t test, with the number of
slight or clinically significant SADS-C symptoms present during
the corresponding period of time for the 60 matched participants
without a depressive episode. Table 2 provides the demographic
and cognitive risk characteristics of the 60 depressed CVD partic-
ipants and the 60 matched, nondepressed participants.

Congruent with the hypothesis, depressed participants had a
significantly greater number of symptoms during the prodromal
period than nondepressed, matched participants (M ! 3.46 vs. 1.40
symptoms), t(118) ! "2.043, p # .043. Furthermore, we con-
ducted chi-square analyses to identify symptoms significantly
more likely to be present during the prodromal period among the
depressed participants than among the nondepressed participants.

To adjust for multiple testing, only results with p # .01 were
regarded as significant. These analyses identified seven symptoms:
depressed mood, $2(1, N ! 120) ! 6.992, p # .008; decreased
interest in or pleasure from activities, $2(1, N ! 120) ! 6.602, p #
.01; decreased concentration, $2(1, N ! 120) ! 6.755, p # .009;
hopelessness, $2(1, N ! 120) ! 8.818, p # .003; worrying/
brooding, $2(1, N ! 120) ! 7.500, p # .006; decreased self-
esteem, $2(1, N ! 120) ! 8.100, p # .004; and irritability, $2(1,
N ! 120) ! 6.600, p # .01.

Hypothesis 1

To test the hypothesis that individuals would display similar
prodromal and residual symptom profiles for a given episode of
depression, the prodromal and residual symptom profiles for each
individual in the study, for each of 331 episodes of depression
experienced, were compared by calculating Cohen’s kappa (%;
Cohen, 1960). Cohen’s kappa, a measure of homogeneity or agree-
ment across rating periods that adjusts for the magnitude of agree-
ment expected by chance, was calculated on the basis of the
presence or absence of the 29 SADS-C depression symptoms in
each episode’s prodromal and residual phases. Such an analytic
strategy has been used previously in studies of the concordance of
symptoms present during episodes of depression (e.g., Young et
al., 1990). Specifically, to assess the concordance of prodromal
and residual symptom occurrence for a given episode, the presence

Table 3
Frequency of Symptom Presentation in the Prodromal and
Residual Phases (N ! 331 Episodes)

Symptom
Prodromal
frequency

Residual
frequency

Depressed mood 95 79
Decreased appetite 42 40
Weight loss 13 12
Increased appetite 10 12
Weight gain 20 17
Initial insomnia 29 30
Middle insomnia 13 10
Early waking 11 14
Hypersomnia 23 22
Decreased energy 38 35
Decreased interest or pleasure 82 75
Self-blame 51 55
Decreased concentration 78 75
Indecision 6 8
Suicidality 6 5
Psychomotor agitation 6 5
Psychomotor retardation 10 7
Crying more frequently 34 31
Inability to cry 4 2
Hopelessness 195 201
Worrying/Brooding 104 118
Decreased self-esteem 195 199
Irritability 85 72
Dependency 45 46
Self-pity 24 28
Somatic complaints 5 4
Decreased effectiveness 38 37
Helplessness 35 28
Decreased initiation of voluntary

responses 19 23
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Latent cause model
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Symptom network model
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Symptom network model
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Depression as stable dynamic states

Van de Leemput et al., 2014 PNAS

symptomatology, but not with a classical disease model that
postulates the existence of a common cause (21). Third, when
asked how MDD symptoms are related, clinical experts report
a dense set of causal relations between them (9, 22). Fourth,
using recently developed self-report methods, it has been shown
that individuals with elevated symptom levels typically report
causal interactions between their symptoms, including those of
MDD (23, 24).
Thus, there is ample evidence to support the thesis that MDD

is characterized by causal interactions between its “symptoms.”
From dynamical systems theory, it is known that positive-feed-
back loops among such causal interactions can cause a system to
have alternative stable states (25). This has profound implications
for the way a system responds to change. For example, gradually
changing external conditions may cause a system to approach
a tipping point. Close to such a point, the system typically loses
resilience, that is, increasingly small perturbations may suffice to
cause a shift to an alternative stable state (25). In the mood
system, characterized by the “mood state” of an individual that
may range from normal to severe depression, stressful conditions
may bring the system to such a fragile state (26). For example,
a chronically unpleasant working situation may reduce resilience
of the “normal state” by precipitating insomnia and other related
symptoms. Then, only a slight additional perturbation (e.g., an
unpleasant phone call with mother-in-law) may be enough to
trigger a chain of symptoms that causes the system to shift from
a stable normal state into an alternative “depressed state.”
In this paper, we analyze time series of four emotions as the

observed variables of the mood system in healthy persons and
depressed patients providing support for the view that the mood
system can have tipping points. Specifically, we show indicators of
critical slowing down (27), which have recently been shown to be
linked to tipping points in a range of complex systems (28–30).
These indicators can be used as early warning signals that can help
assess the likelihood that an individual will go through a major
transition in mood. Before moving to the empirical evidence, we

briefly introduce the generic phenomenon of critical slowing
down, using a simple model of the mood system as an illustration.

Results and Discussion
Theory of Critical Slowing Down. Marked transitions from one
dynamical regime to a contrasting one are observed in complex
systems ranging from oceans, the climate, and lake ecosystems,
to financial markets. Such “regime shifts” (31) can simply be the
result of a massive external shock, or stepwise change in the
conditions. However, it is also possible that a slight perturbation
can invoke a massive shift to a contrasting and lasting state. It is
intuitively clear that this can happen to an object such as a chair
or a ship when it is close to a tipping point, but complex systems
such as the climate or ecosystems can also have tipping points
(25). The term tipping point in such systems is informally used to
refer to a family of catastrophic bifurcations in mathematical
models (32), which in turn are simplifications of what charac-
terizes the stability properties of real complex systems (25).
As tipping points can have large consequences, there is much

interest in finding ways to know whether a catastrophic bifurcation
is near. In principle, this could be computed if one has a reliable
mechanistic model. However, we have little hope of having suffi-
ciently accurate models for complex systems such as lakes or the
climate, let alone psychiatric disorders. A recent alternative ap-
proach is to look for indicators of the proximity of tipping points
that are generic in the sense that they do not depend on the
particular mechanism that causes the tipping point. A possibility
that has attracted much attention is that, across complex systems,
the vicinity of a tipping point may be detected on the basis of
a phenomenon known as “critical slowing down” (32, 33). Spe-
cifically, critical slowing down happens as the dominant eigen-
value, characterizing the return rate to equilibrium upon small
perturbations, goes to zero in tipping points related to zero-ei-
genvalue bifurcations. On an intuitive level, this can be understood
from a ball-in-a-cup diagram (Fig. 1 A and B). As the slope rep-
resents the rate of change, close to the tipping point where the
basin of attraction becomes shallower, return to equilibrium upon
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Fig. 1. Model simulations illustrating generic indica-
tors of proximity to a tipping point from a normal to
a depressed state. The stability of a healthy person may
become more fragile close to a transition toward de-
pression, which can intuitively be understood from
a ball-in-a-cup diagram (Bversus A). This fragility would
lead to critical slowing down in a system with tipping
points between alternative stable states, illustrated by
model simulations. Under a permanent regime of sto-
chastic perturbations on the strength of each emotion
(C and D), slowing down near the tipping point results
in higher variance (SD = standard deviation) in emotion
strength (G versus E), higher temporal autocorrelation
[AR(1) = lag-1 autoregression coefficient] in emotion
strength (H versus F), and stronger correlation (ρ =
Pearson correlation coefficient) between emotion
strength of emotions with the same valence (K versus I),
and between emotions with different valence (L versus
J). Positive emotions are represented by x1 and x2,
and negative emotions by x3 and x4. Parameters:
(Left) r3 = r4 = 0.5, (Right) r3 = r4 = 1.18.
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within the study period (Fig. 3 B and D) (SI Appendix, Table S4).
Note that the main structure of our model of positive and neg-
ative interactions is consistent with the data: emotions of op-
posite valence affect each other negatively, whereas emotions
with the same valence are positively correlated (Fig. 3).
The rise in temporal correlations and cross-correlations is

likely a more direct indicator than the rise in variance. This is
because change in variance can be confounded by several
mechanisms (44). For instance, a trend in variance may be re-
lated to a trend in the mean. Indeed, such a coupling of variance
to mean may partly explain the trends we observe in upcoming
emotions (SI Appendix, Fig. S6). However, an analysis of trends
in the coefficients of variation illustrates that, especially in the
general population, rising variability in all emotions may be an
observable indicator of critical slowing down associated with an
elevated risk of an impending depression (SI Appendix, Fig. S7).
Also, one could argue that the observed effect in variance might
be an effect of increased external perturbations (“noise” in the
model), and not a result of critical slowing down. As temporal
autocorrelation and cross-correlations are independent of the
means as well as the amplitude of noise (44), the trends in corre-
lations may be our most robust indicator of critical slowing down.
Taken together, our results suggest that there is an elevated

chance of upcoming shifts between a depressed and a normal
mood state in persons who show indications of critical slowing
down in their emotion scores. This is consistent with the idea that
such transitions tend to happen when a subject is close to
a tipping point. The relationship between elevated temporal

correlations and upcoming transitions we detected is also con-
sistent with independent earlier studies, showing that “emotional
inertia” (slower rates of change in emotion scores) is associated
with future transition into a more depressed state (45, 46).
Moreover, the corresponding view of depression as an alterna-
tive stable state is in line with the finding of reinforcing feedbacks
between emotions, and with the sudden character of shifts to
depression and recovery (6).
Importantly, this body of evidence does not imply that all persons

would have such tipping points. It seems more likely that whereas
some persons abruptly shift between a normal and a depressed
state, for others, certain positive-feedback mechanisms (e.g., feeling
down → engaging less in social life → feeling more down) remain
too weak to cause alternative stable states. Such persons would be
expected to move more gradually between a normal and a de-
pressed state, experiencing intermediate states to be stable as well.
Indeed, dynamical systems with tipping points will often respond
more smoothly if the positive feedback responsible for this feature
becomes weaker (SI Appendix, Fig. S8). Hints of slowing down may
still be detected for persons without alternative stable states in case
their mood responds relatively strongly to a gradual change in
conditions. This is because some slowing down (albeit not full-blown
critical slowing down, where recovery rate upon perturbation rea-
ches zero) is expected across a wide range of situations where sys-
tems respond relatively sensitively around a threshold (47).

Implications. Clearly, the effects of stressors may differ widely
between persons and contexts depending on a complex set of
interacting factors shaped by genes and history (e.g., genetic
variants, epigenetic regulation, early life events, and connection
strength between neurons that are changed by experience). This
makes it unlikely that we would ever be able to obtain accurate
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Differences in Local Connectivity
To investigate differences in local connectivity, we compared
the networks of persisters and remitters on 4 centrality mea-
sures (Figure 2). Considering node strength (Figure 2), simi-
lar patterns were found. However, depressed mood, fatigue or
loss of energy, and feeling guilty had relatively higher values
in the persisters’ network than in the remitters’ network. The
pattern of closeness is also similar in both networks, but per-
sisters had relatively higher values on feeling guilty, psycho-
motor retardation, and weight and/or appetite change com-
pared with remitters (Figure 2). Regarding betweenness, fatigue
or loss of energy had the highest value in the persisters’ net-
work, whereas loss of interest had the highest value in the re-
mitters’ network (Figure 2). The eigenvector centrality also fol-
lows a similar pattern in both networks. Symptom loss of
interest features the highest value in both networks. The larg-
est difference lies in the role of feeling guilty; this symptom
has a relatively high value in persisters’ network but has one
of the lowest in remitters’ network.

Symptoms that have the largest difference in impor-
tance in persisters compared with remitters across all 4 cen-
trality measures are fatigue or loss of energy and feeling
guilty (Cohen d = 1.13 and 1.18, respectively; see eTable 4 in
the Supplement for all effect sizes).

Discussion

This study is the first, to our knowledge, to find that the base-
line MDD symptom network of patients with persistent MDD
at follow-up was more densely connected than that of pa-
tients who recovered. With a focus on individual symptoms
and their connections, fatigue or loss of energy and feeling
guilty featured the largest increase in connectivity in the per-
sisters’ network compared with the remitters’ network. Al-
though baseline severity differed between the groups, con-
trolling for severity affirmed the main results; hence, it is highly
unlikely that severity was a confounder in this study.

Our results could be interpreted in the light of other re-
search, such as the recent findings on uncomplicated and com-
plicated MDD.50,51 Uncomplicated MDD is primarily charac-
terized by normal intense distress reactions (eg, sadness and
insomnia) and has positive prospects. Complicated MDD is not
just a more severe condition but also features pathogenic re-
actions (eg, feeling worthless or suicidal ideation) and has an
unfavorable course. In addition, our findings could be inter-
preted using the clinical staging model. Following other do-
mains of medicine, this model is gaining popularity in psy-
chiatry because it postulates that psychiatric disorders develop

Figure 1. Network Structures of Persisters and Remitters Before and After Controlling for Severity
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Emotional granularity

FeldmanBarrett 2004 J. Pers. Soc. Psychol.; Quoidbach et al., 2014 J. Exp. Psychol. Gen

valence, indicating that they made finer distinctions in their expe-
riences. These individuals are higher in emotional granularity and
reported their emotional experience in more precise, differentiated
terms, using discrete emotion labels such as happy, sad, angry, and
so forth, in a way that captured the distinctiveness in these words.

The Circumplex

Differences in emotional granularity can be depicted in geomet-
ric space. Because reports of emotional experiences are heteroge-
neous (i.e., contain multiple properties), they can be represented in
a circular relationship, forming a structure called a circumplex
(Guttman, 1957). The shape of a person’s circumplex structure
represents the amount of granularity in his or her emotion reports.
Specifically, proximity around the perimeter of the structure re-
flects the similarity between emotion reports. For example, Fig-
ure 1a might be the configuration that results when one person’s
correlation matrix (containing self-reports of experienced emotion)
is projected into geometric space. The similarity between emotion
reports is determined solely by their position in the circle—this
similarity might be due to two properties, or three, or even four—
the point is there is more than one property. As a result, the relative
positions of adjectives reflect qualitative differences in how the
adjectives are used rather than quantitative differences along any
one dimension (Guttman, 1957). When reports of two emotions are
relatively close over time (e.g., happy and satisfied), then they can
be thought of as forming a domain of experience, or a local region
of homogeneity. Obviously, as the minimal arc distance between
reports of two emotions increases (e.g., happy and enthusiastic),
the degree of similarity decreases (i.e., the correlation becomes
smaller), suggesting that the emotions are reported as qualitatively
different. When emotions are separated by an arc distance of 90o
(e.g., happy and surprised), the reports are completely indepen-
dent. When the arc distance increases to 180o (e.g., happy and
sad), the reports represent opposite emotional experiences. Past
180o, the reports become increasingly similar again until the orig-
inal starting point is reached.

People who are high in emotional granularity produce a circum-
plex structure like that depicted in Figure 1a (for an example of
actual data, see Figure 2a). These individuals use emotion adjec-
tives to represent many distinct regions of experience. Their self-
report ratings produce a correlation matrix that yields a prototyp-
ical circumplex structure with a uniform, symmetrical structure
that is circular in nature, depicting smaller regions of homogeneity
and more precise domains of experience. A circumplex structure
need not be perfectly circular with equally spaced elements (for a
discussion, see Browne, 1992; Fabrigar, Visser, & Browne, 1997),
however. As such, people who are lower in emotional granularity
produce a structure that is flatter, more elliptical in shape, reflect-
ing fewer regions of homogeneity and correspondingly fewer
domains of experience (see Figure 1b and Figure 2b). These
individuals are using the same emotion adjectives to report their
experience as are those higher in emotional granularity, but they
use these terms to represent many fewer regions of distinctiveness.
The description of these domains, and the properties of experi-

ences that characterize them, cannot be determined by examining
the circular ordering alone. The circumplex, as Guttman (1957)
conceived it, was defined solely in terms of ordinal relationships
and so, alone, does not allow a quantitative analysis of emotional
experiences—it merely depicts their nonparametric relatedness in
geometric space. From an ordinal standpoint, the similarities de-
picted in the circumplexes presented in Figure 2 are nearly iden-
tical (for a discussion, see Shepard, 1978, pp. 50–52). This means
that differences in granularity (or in the number of experiential
domains) can be depicted but not quantified using a circumplex
alone. To understand what domains of experience are being rep-
resented, the descriptive content of people’s self-reports of expe-
rienced emotion must be quantified. This is achieved by embed-
ding the circumplex within a Euclidean space of two dimensions
(Shepard, 1978).

Quantifying the Contents of Verbal Reports: Valence
Focus and Arousal Focus

I anchor the circumplex structure in valence and arousal dimen-
sions (for a review, see Russell & Feldman Barrett, 1999). Valence
refers to the hedonic quality (pleasure or displeasure) of, and
arousal to the felt activation associated with, affective phenomena.
All affective stimuli (i.e., emotion-related language; facial expres-
sions of emotion; emotional episodes such as anger, sadness, and
fear; and nonemotional affective states like fatigue, sleepiness, and
placidity) can be characterized as combinations of these two in-
dependent dimensions. As is discussed later, it is of particular
importance to this report that all emotion-related words can be
characterized in terms of valence and arousal properties (even
though valence and arousal are not sufficient to capture all of the
important aspects of any emotion-related word).
Individual differences in the granularity of experienced emotion

(such as those illustrated in Figure 2a and Figure 2b) can be
described according to the emphasis that individuals place on
valence and arousal when reporting their experiences. The more
that individuals emphasize valence (or arousal) during the report-
ing process, the more their self-reports will contain information
about each property of experience. Valence focus represents the
amount of information about pleasure or displeasure contained in
verbal reports of emotional experience. Individuals high in valence

Figure 1. Illustrative representation of a prototypical (a) and nonproto-
typical (b) circumplex structure.
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focus emphasize pleasure and displeasure in the content of their
verbal reports more than do those lower in valence focus. Simi-
larly, arousal focus represents the amount of information about felt
activation or deactivation contained in those verbal reports. The
higher an individual’s arousal focus, the more activation and

deactivation are emphasized in the contents of his or her verbal
reports.
Descriptively, valence focus and arousal focus describe the

implicit content in self-reports of experienced emotion and suggest
how participants apply adjectives to their experience during the
self-report process. Consider what participants do when they apply
emotion adjectives to their experience during the self-report pro-
cess. At a given measurement instance, participants introspect to
assess their momentary experience and then hold that experience
in mind as they report that feeling by rating the extent to which
each emotion adjective (happy, anxious, annoyed, etc.) describes
their current emotional state on a Likert-type scale. When people
high in valence focus rate emotion adjectives to report their expe-
rience of emotion, they primarily emphasize pleasure and displea-
sure, whereas people low in valence focus take valence into
account less during the rating process. When people high in
arousal focus rate emotion adjectives to communicate their expe-
rience of emotion, they emphasize activation and deactivation
more so than those lower in arousal focus.
The next question is why people differentially emphasize va-

lence and arousal during the reporting process. Are they driven by
their feelings or their understanding of the emotion adjectives used
in the rating process? One possible explanation for individual
differences in valence focus and arousal focus is that people differ
in the intensity and frequency with which they experience feelings
of pleasure–displeasure and activation–deactivation. Differential
experience leads to differential attention to these affective feelings,
such that people adjust their word use during the self-report
process to reflect the contents of their experiences. The result
would be individual differences in valence focus and arousal focus.
As evidence for this hypothesis, recent findings suggest that va-
lence focus is related to a general sensitivity to pleasant and
unpleasant cues in the environment (Feldman Barrett & Bliss-
Moreau, 2003; Feldman Barrett & Gross, 2001; Feldman Barrett &
Niedenthal, in press), whereas arousal focus is related to intero-
ceptive sensitivity (Feldman Barrett, Quigley, Bliss-Moreau, &
Aronson, 2003). Another possibility is that people differentially
emphasize valence and arousal in the reporting process not be-
cause their experience of emotion differs, but because they differ
in the extent to which they weigh valence and arousal in their
definitions of the words (separate from what is being communi-
cated with those words). Indeed, the main criticism that appraisal
theorists levy against the use of self-reports to study the experience
of emotion is that such reports tell us more about emotion language
than about the phenomenal contents of the experience itself (e.g.,
Frijda, Markam, Sato, & Wiers, 1995; Ortony, Clore, & Collins,
1988). Self-reports have even been called “shackles” (Cacioppo,
2002) to illustrate that they are limiting in the study of affective
reactions.

Overview of Studies

The purpose of this article was to examine the degree to which
self-reports of experienced emotion are driven by the semantic
understanding of words versus the phenomenological feelings. In
the three studies reported here, I empirically compared individual
differences in the extent to which people emphasize valence and
arousal in their self-reported emotion experience with individual
differences in the extent to which those same individuals empha-

Figure 2. Examples of idiographically derived circular structures.
Adapted from “Valence Focus and Arousal Focus: Individual Differences
in the Structure of Affective Experience,” by L. A. Feldman, 1995, Journal
of Personality and Social Psychology, 69, p. 160. Copyright 1995 by the
American Psychological Association.

268 FELDMAN BARRETT

would have an emodiversity value of 0 because pi would equal 1
and be multiplied by ln pi, which would equal 0. If all the emotions
of the list were evenly experienced, then emodiversity would be
maximal. So the emodiversity value captures in a single index not
only the number of emotions an individual experience (richness)
but also the relative abundance of the different emotions that
makes up a person’s emotional experience (evenness). Note that
for individuals who reported experiencing no emotion (mean
score ! 0), emodiversity scores were manually set to 0 (as in this
case, most statistical software are not able to compute an emodi-
versity score and will set the value to system missing). An example
of our emodiversity scoring procedure for a randomly selected
respondent from Study 1 is provided in Table 1. Schematic rep-
resenting prototypical respondents low and high in emodiversity
can be found in Figure 1. An online emodiversity calculator and
spreadsheets can be downloaded from www.emodiversity.com.
Depression. Depression was assessed with the Montgomery–

Åsberg Depression Rating Scale—Self Rated (MADR-S; Meites,
Deveney, Steele, Holmes, & Pizzagalli, 2008), a nine-item self-
report scale that measures depressive symptoms (French transla-
tion: Bondolfi et al., 2010). Respondents rate their symptom se-
verity on a 7-point scale ranging from 0 to 3, resulting in a total
score ranging from 0 to 27. Higher scores indicate higher levels of
depressive symptoms.
Additional measures. We collected other measures, including

the Ten Item Personality Inventory (Gosling, Rentfrow, & Swann,
2003), a standard measure of the five primary personality traits
(i.e., conscientiousness, agreeableness, emotional stability, open-
ness to experience, and extraversion), as well as demographic
information including age and gender. Other measures not the
focus of the present article were collected after these primary
measures; a complete list of these variables is available from the
authors upon request.

Results and Discussion

Gender, age, and descriptive statistics. Descriptive statistics
and intercorrelations between the variables are presented in Table
2. Men were less depressed than women (Mmen ! 5.88, SDmen !
0.42; Mwomen ! 6.52, SDwomen ! 4.01), t(32123) ! "11.42, p #
.001, d ! "0.16, and experienced less negative emotion (Mmen !
1.00, SDmen ! 0.76; Mwomen ! 1.08, SDwomen ! 0.77),
t(32123) ! "7.03, p # .001, d ! "0.10, and less negative
emodiversity (Mmen ! 1.33, SDmen ! 0.62; Mwomen ! 1.36,
SDwomen ! 0.59), t(32123) ! "3.05, p # .001, d ! "0.4. Men
also experienced more positive emotion (Mmen ! 1.99, SDmen !
0.84; Mwomen ! 1.87, SDwomen ! 0.88), t(32123) ! 10.34, p #
.001, d ! 0.14, and more positive emodiversity (Mmen ! 1.95,
SDmen ! 0.38; Mwomen ! 1.87, SDwomen ! 0.44), t(32123) !
13.12, p # .001, d ! 0.19. There were small but significant
negative correlations between age and all three measures of emo-
diversity.
Positive emotion. We used a multiple regression model to

investigate whether emodiversity of positive emotion was nega-
tively related to depression independently of the mean level of
positive emotion, and whether the effect of emodiversity varies
depending on one’s level of mean positive emotion. After center-
ing positive emodiversity and mean positive emotion and comput-
ing the Emodiversity $ Mean Emotion interaction term (Aiken &
West, 1991), the two predictors and the interaction were entered
into a simultaneous regression model. Both greater positive
emodiversity (% ! ".36, t ! "20.14, rpartial ! ".11, p #
.0001) and greater mean positive emotion (% ! ".40,
t ! "38.89, rpartial ! ".21, p # .0001) were independently
associated with lower depression. The interaction between emo-
diversity and mean positive emotion was also significant
(% ! ".14, t ! "11.15, rpartial ! ".06, p # .0001), suggesting
that the effect of emodiversity depended on the level of mean
positive emotion. Simple slopes for the association between emo-

Table 1
Example of Computation of Emodiversity With the 18 Emotions
of the Modified Version of the French Translation of the
Differential Emotion Scale Used in Study 1

Emotion Score pi ln pi (pi $ ln pi)

Alertness 3 0.09 "2.43 "0.21
Amusement 1 0.03 "3.53 "0.10
Anger 2 0.06 "2.83 "0.17
Anxiety 3 0.09 "2.43 "0.21
Awe 2 0.06 "2.83 "0.17
Contempt 1 0.03 "3.53 "0.10
Contentment 0 0.00
Disgust 0 0.00
Embarrassment 1 0.03 "3.53 "0.10
Fear 4 0.12 "2.14 "0.25
Gratitude 1 0.03 "3.53 "0.10
Guilt 2 0.06 "2.83 "0.17
Joy 0 0.00
Hope 2 0.06 "2.83 "0.17
Love 4 0.12 "2.14 "0.25
Pride 3 0.09 "2.43 "0.21
Sadness 3 0.09 "2.43 "0.21
Shame 2 0.06 "2.83 "0.17
Sum emotion 34
Emodiversity 2.61

Note. ln ! natural log.

Figure 1. Schematic representing prototypical respondents low and high
in global emodiversity, respectively. Selected respondents have identical
mean levels of positive (green) and negative (red) emotion—matching the
sample means (Positive Emotion ! 1.89; Negative Emotion ! 1.11)—but
varied widely in emodiversity.
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Animal models of depression

Maier & Seligmann 1967; Willner et al., 1982

‣ Learned helplessness 
• Uncontrollable shocks 
• Escape 

‣ Chronic mild stress 
• Chronic bother 
• Sucrose preference

Yoked

Control

Master

FIGURE 2.2: The learned helplessness paradigm. Three sets of rats are used in a se-
quence of two tasks. In the first task, rats are exposed to escapable or inescapable
shocks. Shocks come on at random times. The master rat is given escapable
shocks: it can switch off the shock by performing an action, usually turning a wheel
mounted in front of it. The yoked rat is exposed to precisely the same shocks as
the master rat, i.e. its shocks are terminated when the master rat terminates the
shock. Thus its shocks are inescapable, there is nothing it can do itself to terminate
them. It may have a wheel mounted in front of it, but this wheel cannot be turned.
A third set of rats is not exposed to shocks. Then, all three sets of rats are exposed
to a shuttlebox escape task. Shocks again come on at random times, and rats have
to shuttle to the other side of the box to terminate the shock. Only yoked rats fail
to acquire the escape response.

uations in which desired outcomes are judged to be highly likely if an appropriate action is
chosen. Absence of control means that the desired outcome cannot be achieved, either because
the outcome is unlikely for all possible actions, or because the outcome is unlikely under the
particular actions available. For 40 years ideas relating depression to a perception of no con-
trol have been very prominent and resulted in research far too voluminous to fit into a thesis,
so we will here only give a very superficial overview of the main issues of direct relevance to
reinforcement learning.

2.4.1 LEARNED HELPLESSNESS

The main ideas came in two guises, which have now come to be seen as closely related: One is
Beck’s cognitive theory of depression, the other the theory of learned helplessness and its suc-
cessors. Seligman and Maier’s learned helplessness (LH) theory (and, nearly simultaneously,
Jay Weiss’ behavioural depression theory; Weiss et al. 1980, 1981) arose from animal behaviour
experiments, but quickly motivated experiments in humans (Overmier and Seligman, 1967;
Seligman and Maier, 1967; Miller and Seligman, 1975; Maier and Seligman, 1976). The basic
finding (see figure 2.2) involves three rats and two experiments on subsequent days. On day
one, the “master” rats are exposed to a series of shocks that are unpredictable, but which the
master rats can switch off, for example by turning a wheel (escapable shocks, ES). The “yoked”
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Figure 1 Task and typical behaviour. A: Task. Each trial had the following structure: 1) 500 ms presentation of a central fixation cross; 2) 500 ms
presentation of face without a mouth; 3) 100 ms presentation of long (13 mm) or short (11.5 mm) mouth inside the face; 4) participants reported
whether the mouth was long or short by key-press (‘Z’ or ‘/’ on US keyboard, counterbalanced); 5) Face without mouth remained on screen until
participant response. Short and long stimuli were each presented 50 times per block in pseudorandom sequence avoiding more than three
repetitions in a row. Adapted from [10]. B: Reward schedule. One response (counterbalanced across participants) had a higher reward expectation.
Correct identification of that “rich” stimulus was more likely to be rewarded (75% probability) than correct identification of the other, “lean”, stimulus
(30% probability). There was no punishment. If in doubt, choosing the more rewarded stimulus was beneficial. C: Surrogate simulated data showing
prototypical response evolution. The dark bars show a hypothetical control group, developing a strong response bias towards the more rewarded
response over the three blocks of 100 trials. The light bars show a prototypical treatment group with a reduced response bias. D-E: Surrogate
simulated data generated from a simple reinforcement learning (‘Stimulus-action’) model. Both a reduction in reward sensitivity (D) and a reduction
in learning rate (E) can roughly reproduce the pattern in the data (C). F: Percent correct responses for each of the 392 experimental sessions. Each
black point represents one experimental session. Vertical bars demarcate datasets. Red horizontal line represents chance performance for each
session. Four participants performed below chance (red). Sixty-three out of 392 experimental sessions were not fitted better than chance by model
‘Belief’ (binomial test; blue). Of these, 58 out of 63 were in the Stress dataset, in which performance was generally worst.

Correct responses to one stimulus, designated “rich”, were
more likely to be rewarded than correct responses to the
other stimulus, designated “lean” (Figure 1B). No feedback
was given on other trials, including incorrect trials, and no
explicit information about the asymmetry was provided.
Participants were explicitly encouraged to win as much
money as possible, and so could benefit from reporting
the rich, rather than the lean, stimulus when in doubt.
One measure of the tendency to do this is the response
bias [10]:

1
2 log

(n(a1|sr) n(a1|sl)
n(a2 |sr) n(a2 |sl)

)
(1)

where sr and sl indicate presentation of the rich and lean
stimulus, respectively, a1 and a2 are the two possible key
presses, and n(a|s) is the number of times a particu-
lar choice was made in response to that stimulus. Each
count n was augmented by 1

2 to avoid numerical insta-
bilities. Outlier trials with very short (< 150 ms) or very

response bias from Block 1 to Block 3 (Newman-Keuls p ! .001),
with no group differences between Blocks 1 and 2 (p " .7).

Discriminability. The two-way ANOVA revealed no signifi-
cant effects.

Reaction Time. The three-way ANOVA revealed no signifi-
cant effects involving Group.

Control Analyses. Because reinforcer ratio (the relative num-
ber of reinforcers received after a given correct response vs.
another correct response) is the critical variable for producing a
response bias (McCarthy and Davison 1979), it was important to
rule out the possibility that the groups differed in the number of
feedback received during the experiment. Separate t tests re-
vealed that high and low BDI subjects received virtually identical
reward feedback [rich: 88.40 # 1.77 vs. 88.10 # 2.88; lean: 29.40
# .63 vs. 29.52 # .68; rich/lean ratio: 3.01 # .09 vs. 2.99 # .13;

all t (34) ! .56, all p " .50]. Finally, the two groups did not differ
in the number of participants allocated to the sessions in which
the short (high BDI: 8 of 15; low BDI: 11 of 21) or the long mouth
was the condition more frequently rewarded.

Correlations Between Self-Report Measures of Affect and
Changes in Response Bias (n ! 61)

One participant had a $Response Bias that was more than 4
SDs from the mean and thus was excluded from these analyses.3

Change in response bias from Block 1 to Block 3 (Block 3 %
Block 1) was negatively correlated with BDI “melancholic”
subscores (r & % .28, p ! .035, n & 61) assessed at Time 1. This
change in $Response Bias was not correlated with the Time 1
assessment of the Social Anhedonia (r & % .06, ns), Physical
Anhedonia (r & % .06, ns), or general positive affectivity
(PANAS-NA trait; r & % .09, ns) scores. Notably, $Response Bias
at Time 1 was negatively correlated with the total BDI score (r &
% .46, p ! .025, n & 25) and BDI “melancholic” subscore (r &
% .41, p ! .05, n & 25; Figure 4) at Time 2. (These correlations
remained significant when nonparametric Spearman Rank coef-
ficients were used).

To test the specificity of these findings and the predictive
value of response bias, two hierarchical regression analyses were
run. In the first, we tested whether $Response Bias at Time 1
predicted BDI “melancholic” subscores at Time 2 after control-
ling for BDI “melancholic” subscores at Time 1 (entered in the
first step) and general negative affectivity (PANAS-NA trait)

3This subject had an intermediate BDI score (BDI & 14) and did not fulfill
the inclusion criteria for the ANOVAs with the low and high BDI
groups. Because the subject’s accuracy, RT, and response bias were
within the mean # 2 SD, she was included in the ANOVAs with the
entire sample (n & 62).

Figure 2. Overall effect of task manipulation. Mean accuracy (A), reaction
time (B), response bias (C), and discriminability (D) for the entire sample
(n & 62). Error bars represent standard errors. For accuracy and RT, the rich
condition (black bars) refers to the stimulus associated with more frequent
reward, whereas the lean condition (light gray bars) refers to the stimulus
associated with less frequent reward.

Figure 3. Mean response bias (A) and (B) changes in response bias for
subjects with high (black bars; n & 15) and low (light gray bars; n & 21) Beck
Depression Inventory (BDI) scores. Error bars represent standard errors.

D.A. Pizzagalli et al BIOL PSYCHIATRY 2005;57:319–327 323
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Table 2 Sample characteristics: psychometric measures

Measure N mean median 1st quartile 3rd quartile

BDI 366 8.3 6 1 11

BDA 281 1.9 0 1 3

BDI\A 281 6.9 1 5 10

Generalized distress depression (GDD) 276 23.2 16 20 30

Generalized distress anxiety (GDA) 276 18.8 15 18 24

Anxious anxiety (AA) 276 53.7 45 53.5 65

Anhedonic Depression (AD) 276 21.1 17 20.5 25

Full (BDI + BDA + MASQ subscores) 255

BDI is the total Beck Depression Inventory II [16]. BDA stands for the anhedonic subscore of the BDI consisting of the sum of items 4 (loss of pleasure), 12 (loss of
interest), 15 (loss of energy) and 21 (interest in sex). BDI\A is the total BDI score without the anhedonic component (BDI\A = BDI - BDA). Mood and Anxiety Symptom
Questionnaire (MASQ) subscores [17] were anxious arousal (AA), anhedonic depression (AD), general distress anxiety (GDA) and generalised distress depression (GDD).

choice when presented with stimulus st . The mapping
from weight to probability is made via a ‘softmax’ function
so that a choice at will be expected to be emitted more fre-
quently the bigger the difference between its weight and
the weight of the alternative choice, or more specifically:

p(at|st) = 1
1 + exp [−(Wt(at , st) − Wt(āt , st))]

(2)

The choice weights themselves change over time (hence
the subscript on W) and are composed of several terms,
whose contributions differ for the different models. The
models are variants on an underlying full model called
‘Belief ’, for which

Wt(at , st) = γI(at , st)+ζ Qt(at , st)+(1−ζ )Qt(at , s̄t)

(3)

The first of these terms, γI(at , st), depends on instruc-
tions: I(at , st) = 1 if at is the instructed choice for stimu-
lus st (for instance pressing ‘z’ for the long mouth) and is
zero otherwise. The parameter γ thus determines the par-
ticipants’ ability to follow the instructions. The bigger γ ,
the larger the contribution from I(at , st), and hence the
instructed response contributes more to choice. Impor-
tantly, this instructed choice is symmetric between rich
and lean stimulus; thus this term leaves the asymmetry to
the other terms.

The second and the third term depend on the expected
reward Qt(at , st). This captures the effect of the experi-
enced rewards on previous trials, just as described in the
introduction (except allowing different predictions for the
different actions and stimuli). Qt(at , st) depends on four
factors: the binary sequence rt up to that point in time,
which indicates whether a reward was delivered or not, an
initial Q0 value, the learning rate ϵ and the subjective (i.e.
internal to the participant as opposed to the external mag-
nitude in a fixed number of cents) effect size of a reward
ρ, which we identify with reward sensitivity.

After every choice, this Q value is updated according to
the prediction error δt = ρrt − Qt(at , st) as follows:

Qt+1(at , st) = Qt(at , st) + ϵδt (4)

That is, after every trial, the expected reward Q(a, s) for
choice a for stimulus s is increased towards the subjec-
tive reward size ρ if a reward is received (rt = 1) but
the expectation Q was lower than ρ, and it is decreased
towards zero if no reward was received (rt = 0). The larger
ρ, the larger the effect of rewards on choice propensities.
As the learning rate ϵ approaches 1, learning is so fast
that the Q values are simply the last experienced outcome
for each choice-action pair. For 0 < ϵ < 1, expectations
represent exponentially weighted averages over the recent
outcome history. A multiplicative change to δ is equivalent
to a change in ϵ.

In the task, the mouth is only shown for a very short
period of time. Thus participants cannot be sure which
stimulus was actually presented, and, as experimenters,
we cannot know what the participants perceived. This
uncertainty has two consequences. First, it implies that
the factor γ which governs the effect of the instructions,
should be less than ∞. Second, the participants will not be
sure which value Qt(at , long) or Qt(at , short) and instruc-
tion weight I(at , st) to employ in their choice, or which Q
value to update using Equation 4. We capture this effect
by assuming that they know which stimulus-choice pair to
update in terms of learning (Equation 4), but that when
choosing, they use a form of Bayesian decision theory [57]
to combine estimates based on both possibilities. That is,
we use a parameter 0 ≤ ζ ≤ 1 to represent participants’
average uncertainty about which stimulus was actually
presented. Assume participants expected .75 unit reward
for pressing button ‘z’ given the long mouth (Q(z, long) =
0.75), and 0 given the short stimulus (Q(z, short) = 0).
If they now believed with a probability ζ that they had
seen stimulus s and with a probability 1 − ζ that they had
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Figure 1 Task and typical behaviour. A: Task. Each trial had the following structure: 1) 500 ms presentation of a central fixation cross; 2) 500 ms
presentation of face without a mouth; 3) 100 ms presentation of long (13 mm) or short (11.5 mm) mouth inside the face; 4) participants reported
whether the mouth was long or short by key-press (‘Z’ or ‘/’ on US keyboard, counterbalanced); 5) Face without mouth remained on screen until
participant response. Short and long stimuli were each presented 50 times per block in pseudorandom sequence avoiding more than three
repetitions in a row. Adapted from [10]. B: Reward schedule. One response (counterbalanced across participants) had a higher reward expectation.
Correct identification of that “rich” stimulus was more likely to be rewarded (75% probability) than correct identification of the other, “lean”, stimulus
(30% probability). There was no punishment. If in doubt, choosing the more rewarded stimulus was beneficial. C: Surrogate simulated data showing
prototypical response evolution. The dark bars show a hypothetical control group, developing a strong response bias towards the more rewarded
response over the three blocks of 100 trials. The light bars show a prototypical treatment group with a reduced response bias. D-E: Surrogate
simulated data generated from a simple reinforcement learning (‘Stimulus-action’) model. Both a reduction in reward sensitivity (D) and a reduction
in learning rate (E) can roughly reproduce the pattern in the data (C). F: Percent correct responses for each of the 392 experimental sessions. Each
black point represents one experimental session. Vertical bars demarcate datasets. Red horizontal line represents chance performance for each
session. Four participants performed below chance (red). Sixty-three out of 392 experimental sessions were not fitted better than chance by model
‘Belief’ (binomial test; blue). Of these, 58 out of 63 were in the Stress dataset, in which performance was generally worst.

Correct responses to one stimulus, designated “rich”, were
more likely to be rewarded than correct responses to the
other stimulus, designated “lean” (Figure 1B). No feedback
was given on other trials, including incorrect trials, and no
explicit information about the asymmetry was provided.
Participants were explicitly encouraged to win as much
money as possible, and so could benefit from reporting
the rich, rather than the lean, stimulus when in doubt.
One measure of the tendency to do this is the response
bias [10]:

1
2 log

(n(a1|sr) n(a1|sl)
n(a2 |sr) n(a2 |sl)

)
(1)

where sr and sl indicate presentation of the rich and lean
stimulus, respectively, a1 and a2 are the two possible key
presses, and n(a|s) is the number of times a particu-
lar choice was made in response to that stimulus. Each
count n was augmented by 1

2 to avoid numerical insta-
bilities. Outlier trials with very short (< 150 ms) or very
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Figure 2 Model performance. A: Model comparison. Group-level log Bayes factors !iBIC for each model relative to model ‘Belief’ across all
datasets. A difference ≥ 10 in this measure is strong evidence for the model with the lower score. B: The parameter γ in the model largely captures
the probability with which participants made a correct choice. Note that, by design of the task, this explicitly captures the effect of symmetric
instructions and perceptual difficulties, rather than the asymmetric effect of rewards.

reverse orthogonalization did not yield any significant
correlations with ϵ.

At least part of the correlation between ρ and ϵ arises
because the the two parameters can explain similar fea-
tures of the data, i.e. alterations in one parameter can

be compensated for by alterations in the other parameter
(see Figure 1). To establish whether the association
between AD and the reward sensitivity parameter was due
to real features in the data, rather than due to inference
issues, we asked whether the correlations with question-
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Figure 3 Correlates of anhedonia. A: Correlation coefficients for all pairwise correlations between questionnaire measures. All are highly
significant (p < .01), except for the correlation between anhedonic depression and anxious anxiety, denoted by a red dot. B: Hierarchical weighted
regression analysis across all datasets, involving all 255 participants with a full set of BDI, BDA and MASQ scores. The plots shows the linear
coefficients between anhedonic depression (AD) score and the reward sensitivity and learning rate parameters ρ and ϵ . Each bars shows one linear
coefficient; the red error bars indicate ± 1 standard error; and the green error bars indicate the 99.4% confidence interval (corresponding to a
Bonferroni corrected level p = .05/8). AD is significantly and negatively correlated with the reward sensitivity ρ , but not significantly correlated with
the learning rate ϵ . C: Scatter plot of anhedonic depression against reward sensitivity. Size of dots scale with weight (inference precision). D: Scatter
plot of reward sensitivity vs. learning rate. E: Significance of correlations across parameter estimates from 70 surrogate datasets. There is a consistent
and stably significant correlation between AD and reward sensitivity ρ , but not between AD and learning rate ϵ .
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Figure 2 Model performance. A: Model comparison. Group-level log Bayes factors !iBIC for each model relative to model ‘Belief’ across all
datasets. A difference ≥ 10 in this measure is strong evidence for the model with the lower score. B: The parameter γ in the model largely captures
the probability with which participants made a correct choice. Note that, by design of the task, this explicitly captures the effect of symmetric
instructions and perceptual difficulties, rather than the asymmetric effect of rewards.
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At least part of the correlation between ρ and ϵ arises
because the the two parameters can explain similar fea-
tures of the data, i.e. alterations in one parameter can

be compensated for by alterations in the other parameter
(see Figure 1). To establish whether the association
between AD and the reward sensitivity parameter was due
to real features in the data, rather than due to inference
issues, we asked whether the correlations with question-
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Figure 3 Correlates of anhedonia. A: Correlation coefficients for all pairwise correlations between questionnaire measures. All are highly
significant (p < .01), except for the correlation between anhedonic depression and anxious anxiety, denoted by a red dot. B: Hierarchical weighted
regression analysis across all datasets, involving all 255 participants with a full set of BDI, BDA and MASQ scores. The plots shows the linear
coefficients between anhedonic depression (AD) score and the reward sensitivity and learning rate parameters ρ and ϵ . Each bars shows one linear
coefficient; the red error bars indicate ± 1 standard error; and the green error bars indicate the 99.4% confidence interval (corresponding to a
Bonferroni corrected level p = .05/8). AD is significantly and negatively correlated with the reward sensitivity ρ , but not significantly correlated with
the learning rate ϵ . C: Scatter plot of anhedonic depression against reward sensitivity. Size of dots scale with weight (inference precision). D: Scatter
plot of reward sensitivity vs. learning rate. E: Significance of correlations across parameter estimates from 70 surrogate datasets. There is a consistent
and stably significant correlation between AD and reward sensitivity ρ , but not between AD and learning rate ϵ .
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the probability with which participants made a correct choice. Note that, by design of the task, this explicitly captures the effect of symmetric
instructions and perceptual difficulties, rather than the asymmetric effect of rewards.
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to real features in the data, rather than due to inference
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Figure 3 Correlates of anhedonia. A: Correlation coefficients for all pairwise correlations between questionnaire measures. All are highly
significant (p < .01), except for the correlation between anhedonic depression and anxious anxiety, denoted by a red dot. B: Hierarchical weighted
regression analysis across all datasets, involving all 255 participants with a full set of BDI, BDA and MASQ scores. The plots shows the linear
coefficients between anhedonic depression (AD) score and the reward sensitivity and learning rate parameters ρ and ϵ . Each bars shows one linear
coefficient; the red error bars indicate ± 1 standard error; and the green error bars indicate the 99.4% confidence interval (corresponding to a
Bonferroni corrected level p = .05/8). AD is significantly and negatively correlated with the reward sensitivity ρ , but not significantly correlated with
the learning rate ϵ . C: Scatter plot of anhedonic depression against reward sensitivity. Size of dots scale with weight (inference precision). D: Scatter
plot of reward sensitivity vs. learning rate. E: Significance of correlations across parameter estimates from 70 surrogate datasets. There is a consistent
and stably significant correlation between AD and reward sensitivity ρ , but not between AD and learning rate ϵ .
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the probability with which participants made a correct choice. Note that, by design of the task, this explicitly captures the effect of symmetric
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Figure 3 Correlates of anhedonia. A: Correlation coefficients for all pairwise correlations between questionnaire measures. All are highly
significant (p < .01), except for the correlation between anhedonic depression and anxious anxiety, denoted by a red dot. B: Hierarchical weighted
regression analysis across all datasets, involving all 255 participants with a full set of BDI, BDA and MASQ scores. The plots shows the linear
coefficients between anhedonic depression (AD) score and the reward sensitivity and learning rate parameters ρ and ϵ . Each bars shows one linear
coefficient; the red error bars indicate ± 1 standard error; and the green error bars indicate the 99.4% confidence interval (corresponding to a
Bonferroni corrected level p = .05/8). AD is significantly and negatively correlated with the reward sensitivity ρ , but not significantly correlated with
the learning rate ϵ . C: Scatter plot of anhedonic depression against reward sensitivity. Size of dots scale with weight (inference precision). D: Scatter
plot of reward sensitivity vs. learning rate. E: Significance of correlations across parameter estimates from 70 surrogate datasets. There is a consistent
and stably significant correlation between AD and reward sensitivity ρ , but not between AD and learning rate ϵ .
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Figure 2 Model performance. A: Model comparison. Group-level log Bayes factors !iBIC for each model relative to model ‘Belief’ across all
datasets. A difference ≥ 10 in this measure is strong evidence for the model with the lower score. B: The parameter γ in the model largely captures
the probability with which participants made a correct choice. Note that, by design of the task, this explicitly captures the effect of symmetric
instructions and perceptual difficulties, rather than the asymmetric effect of rewards.
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Figure 3 Correlates of anhedonia. A: Correlation coefficients for all pairwise correlations between questionnaire measures. All are highly
significant (p < .01), except for the correlation between anhedonic depression and anxious anxiety, denoted by a red dot. B: Hierarchical weighted
regression analysis across all datasets, involving all 255 participants with a full set of BDI, BDA and MASQ scores. The plots shows the linear
coefficients between anhedonic depression (AD) score and the reward sensitivity and learning rate parameters ρ and ϵ . Each bars shows one linear
coefficient; the red error bars indicate ± 1 standard error; and the green error bars indicate the 99.4% confidence interval (corresponding to a
Bonferroni corrected level p = .05/8). AD is significantly and negatively correlated with the reward sensitivity ρ , but not significantly correlated with
the learning rate ϵ . C: Scatter plot of anhedonic depression against reward sensitivity. Size of dots scale with weight (inference precision). D: Scatter
plot of reward sensitivity vs. learning rate. E: Significance of correlations across parameter estimates from 70 surrogate datasets. There is a consistent
and stably significant correlation between AD and reward sensitivity ρ , but not between AD and learning rate ϵ .
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Figure 3 Correlates of anhedonia. A: Correlation coefficients for all pairwise correlations between questionnaire measures. All are highly
significant (p < .01), except for the correlation between anhedonic depression and anxious anxiety, denoted by a red dot. B: Hierarchical weighted
regression analysis across all datasets, involving all 255 participants with a full set of BDI, BDA and MASQ scores. The plots shows the linear
coefficients between anhedonic depression (AD) score and the reward sensitivity and learning rate parameters ρ and ϵ . Each bars shows one linear
coefficient; the red error bars indicate ± 1 standard error; and the green error bars indicate the 99.4% confidence interval (corresponding to a
Bonferroni corrected level p = .05/8). AD is significantly and negatively correlated with the reward sensitivity ρ , but not significantly correlated with
the learning rate ϵ . C: Scatter plot of anhedonic depression against reward sensitivity. Size of dots scale with weight (inference precision). D: Scatter
plot of reward sensitivity vs. learning rate. E: Significance of correlations across parameter estimates from 70 surrogate datasets. There is a consistent
and stably significant correlation between AD and reward sensitivity ρ , but not between AD and learning rate ϵ .
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Figure 2 Model performance. A: Model comparison. Group-level log Bayes factors !iBIC for each model relative to model ‘Belief’ across all
datasets. A difference ≥ 10 in this measure is strong evidence for the model with the lower score. B: The parameter γ in the model largely captures
the probability with which participants made a correct choice. Note that, by design of the task, this explicitly captures the effect of symmetric
instructions and perceptual difficulties, rather than the asymmetric effect of rewards.
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Figure 3 Correlates of anhedonia. A: Correlation coefficients for all pairwise correlations between questionnaire measures. All are highly
significant (p < .01), except for the correlation between anhedonic depression and anxious anxiety, denoted by a red dot. B: Hierarchical weighted
regression analysis across all datasets, involving all 255 participants with a full set of BDI, BDA and MASQ scores. The plots shows the linear
coefficients between anhedonic depression (AD) score and the reward sensitivity and learning rate parameters ρ and ϵ . Each bars shows one linear
coefficient; the red error bars indicate ± 1 standard error; and the green error bars indicate the 99.4% confidence interval (corresponding to a
Bonferroni corrected level p = .05/8). AD is significantly and negatively correlated with the reward sensitivity ρ , but not significantly correlated with
the learning rate ϵ . C: Scatter plot of anhedonic depression against reward sensitivity. Size of dots scale with weight (inference precision). D: Scatter
plot of reward sensitivity vs. learning rate. E: Significance of correlations across parameter estimates from 70 surrogate datasets. There is a consistent
and stably significant correlation between AD and reward sensitivity ρ , but not between AD and learning rate ϵ .
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the probability with which participants made a correct choice. Note that, by design of the task, this explicitly captures the effect of symmetric
instructions and perceptual difficulties, rather than the asymmetric effect of rewards.
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Figure 3 Correlates of anhedonia. A: Correlation coefficients for all pairwise correlations between questionnaire measures. All are highly
significant (p < .01), except for the correlation between anhedonic depression and anxious anxiety, denoted by a red dot. B: Hierarchical weighted
regression analysis across all datasets, involving all 255 participants with a full set of BDI, BDA and MASQ scores. The plots shows the linear
coefficients between anhedonic depression (AD) score and the reward sensitivity and learning rate parameters ρ and ϵ . Each bars shows one linear
coefficient; the red error bars indicate ± 1 standard error; and the green error bars indicate the 99.4% confidence interval (corresponding to a
Bonferroni corrected level p = .05/8). AD is significantly and negatively correlated with the reward sensitivity ρ , but not significantly correlated with
the learning rate ϵ . C: Scatter plot of anhedonic depression against reward sensitivity. Size of dots scale with weight (inference precision). D: Scatter
plot of reward sensitivity vs. learning rate. E: Significance of correlations across parameter estimates from 70 surrogate datasets. There is a consistent
and stably significant correlation between AD and reward sensitivity ρ , but not between AD and learning rate ϵ .

‣ Correlation of anhedonia 
is with reward sensitivity, 
not learning rate

‣ But: correlations
‣ Fit, generate surrogate 

data, examine 
correlations - has the 
model really captured 
something about the 
data?

‣ Not that they can’t 
learn, but don’t care. 
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No primary impairment

‣ diminished interest or pleasure in response to stimuli that 
were previously perceived as rewarding 

‣ What is “stimuli”? 
• sucrose preference test 

• standard animal assessment of anhedonia, Willner 1997 
• Dichter et al., 2010 

• no difference between MDD & HC 
• no effect of psychotherapy (BA) 

• Olfaction (Klepce et al., 2010) 
• Pain (e.g. Baer et al., 2005)

M. Clepce et al. / Neuroscience Letters 471 (2010) 139–143 141

Fig. 1. Means and SEMs for patients’ BDI and SHAPS scores. Testing session one
(black column): depressive episode, testing session two (white column): remission;
asterisks indicate a statistically significant difference.

hedonic estimates between the testing sessions (intensity esti-
mates: p = 0.293, hedonic estimates: p = 0.153) (for means and SEMs
see Fig. 3).

Healthy controls versus depressed and remitted patients: in
order to exclude deficits in olfactory hedonics and intensity percep-
tion as trait markers of depression, we compared patients’ hedonic
estimates and intensity ratings to those of a matched control
group. Our ANOVAs revealed no significant differences in hedonic
and intensity ratings between patients and controls (means and
SEMs [VARUs]: hedonics: depressed patients: 1.89 ± 0.37, remit-
ted patients: 2.31 ± 0.48, controls: 1.98 ± 0.36; intensity: depressed
patients: 11.99 ± 0.6, remitted patients: 12.47 ± 0.93, controls:
12.43 ± 0.48), either during the depressed episode (hedonic rat-

Fig. 2. Means and SEMs of patients’ identification scores. Testing session one (black
column): depressive episode, testing session two (white column): remission; aster-
isks indicate a statistically significant difference.

Fig. 3. Means and SEMs of patients’ summed intensity ratings and summed relative
hedonic estimates over all odours. Testing session one (black column): depressive
episode, testing session two (white column): remission. VARU = visual analogue
rating unit.

ings: F = 0.567, p = 0.454; intensity ratings: F = 0.846, p = 0.361) or at
remission (hedonic ratings: F = 0.327, p = 0.571; intensity ratings:
F = 0.533, p = 0.471).

Relation of SHAPS scores, BDI scores and hedonic ratings: In the
acutely depressed group, we employed stepwise multiple linear
regression analyses investigating the relation (1) between SHAPS
scores and hedonic ratings and (2) between BDI scores and hedo-
nic ratings while controlling for possible influences of gender and
age. In the first regression model only the variable SHAPS score was
included in the regression equation (F = 7.246, p = 0.011, ˇ = −0.414,
R2 = 0.148). Accordingly, severity of reported anhedonia was able to
account for 14.8% of the variance of hedonic ratings in the depressed
group (for scatterplot see Fig. 4). In the second regression model
including BDI scores, gender and age as possible independent vari-
ables, no variable showed a significant predictive value for hedonic
ratings. In the depressive sample, gender and age did not influence
hedonic ratings.

Our pilot study in patients suffering from major depression
revealed no significant differences concerning odour intensity
and odour hedonics between subjects’ scores during an acute
episode and in a remitted state. However, a significant interrela-
tion between anhedonia and hedonic estimates during the acute
episode of depression could be demonstrated via regression anal-
ysis.

Recovery of the depressive status including anhedonia was char-
acterized precisely by significant improvements of BDI and SHAPS
scores. During the depressive episode, patients achieved a mean
BDI score of 24.73 and a mean SHAPS score of 4.68, signifying a
moderate state of clinically-significant depression.
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showed increased pain parameters in comparison to
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(black column): depressive episode, testing session two (white column): remission;
asterisks indicate a statistically significant difference.
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and intensity ratings between patients and controls (means and
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Fig. 3. Means and SEMs of patients’ summed intensity ratings and summed relative
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remission (hedonic ratings: F = 0.327, p = 0.571; intensity ratings:
F = 0.533, p = 0.471).

Relation of SHAPS scores, BDI scores and hedonic ratings: In the
acutely depressed group, we employed stepwise multiple linear
regression analyses investigating the relation (1) between SHAPS
scores and hedonic ratings and (2) between BDI scores and hedo-
nic ratings while controlling for possible influences of gender and
age. In the first regression model only the variable SHAPS score was
included in the regression equation (F = 7.246, p = 0.011, ˇ = −0.414,
R2 = 0.148). Accordingly, severity of reported anhedonia was able to
account for 14.8% of the variance of hedonic ratings in the depressed
group (for scatterplot see Fig. 4). In the second regression model
including BDI scores, gender and age as possible independent vari-
ables, no variable showed a significant predictive value for hedonic
ratings. In the depressive sample, gender and age did not influence
hedonic ratings.

Our pilot study in patients suffering from major depression
revealed no significant differences concerning odour intensity
and odour hedonics between subjects’ scores during an acute
episode and in a remitted state. However, a significant interrela-
tion between anhedonia and hedonic estimates during the acute
episode of depression could be demonstrated via regression anal-
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Recovery of the depressive status including anhedonia was char-
acterized precisely by significant improvements of BDI and SHAPS
scores. During the depressive episode, patients achieved a mean
BDI score of 24.73 and a mean SHAPS score of 4.68, signifying a
moderate state of clinically-significant depression.
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Or is there? 

‣ Reduced “emotional” responses to more 
complex “affective” stimuli

3. Results

3.1. Omnibus analyses

We first conducted omnibus analyses of positive and negative emotional reactivity using the fixed effects model.
The analysis of positive emotional reactivity (PER) was significant (pb .0001) and revealed that PER was reduced in
MDD compared to normal controls (see Fig. 1). The effect size for PER was d=− .53, a medium-sized effect by
Cohen's (1988) conventions. Similarly, the omnibus analysis of negative emotional reactivity (NER) was also
significant, (pb .0001) and revealed that NER was reduced in MDD compared to normal controls (see Fig. 1). The
effect size for NER was d=− .25, corresponding to a small effect size. When PER and NER effect sizes were compared
in a moderator analysis (with effect type PER versus NER coded as a moderator variable), a significant effect was
obtained (Q=7.21, pb .01), reflecting that the PER effect was significantly larger than the NER effect, indicating that
MDD individuals exhibited a more pronounced blunting of PER than of NER.

Fig. 1. PER and NER across all domains. The MDD group exhibits reduced PER and NER compared to controls (pb .0001). Error bars represent 95%
confidence intervals.

684 L.M. Bylsma et al. / Clinical Psychology Review 28 (2008) 676–691

Bylsma et al., 2008

Bylsma et al., 2008
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Sticky aversive info

Siegle et al., 1999, 2002

cized, elaboration on the criticism rather than working
could result in poor job performance. To examine such
interference effects, depressed and never-depressed indi-
viduals completed tasks in which trials alternately required
emotional processing and nonemotional processing. A
common approach to provoking emotional processing was
used in which individuals are asked to name the affective
valence (positive, negative, or neutral) of presented stimuli
(a “valence identification task”) (Hill and Kemp-Wheeler
1989; Mathews and Milroy 1994; Siegle et al 2001a, b, c).
The common delayed match to sample, or “Sternberg
memory” task was chosen as an appropriate nonemotional
processing task. This task involves showing participants
three numbers followed by a fourth number. Participants
were asked whether the fourth number was in the set of the
first three. The task was chosen because there is a wealth
of behavioral and psychophysiological data on it, as it
takes a few seconds to complete a trial in which stimuli are
being continuously presented, allowing detection of resid-
ual activity from the previous trial, and is easy enough that
depressed individuals would not get frustrated by the task.
“Affective interference” was operationalized as the degree
to which the affective content of the emotional stimulus
predicted brain activity on the subsequent nonemotional
processing trials.
Our basic hypothesis was that depressed individuals

would show more sustained activation in brain areas
responsible for recognizing emotional information during
the emotion-processing trial, which would carry over into
the subsequent nonemotional processing trial, leading to
more affective interference for depressed than never-
depressed individuals. Because the preceding theories
involve complex interacting systems of disruptions (e.g.,
positive feedback between the hippocampal and amygdala
systems, decreased inhibition of amygdala), it is difficult
to predict 1) whether these systems are expected to interact
nonlinearly, 2) whether sustained processing is expected to
occur for all stimuli or just some as a result of relevant
disruptions, and 3) what the precise time course of relevant
changes in information processing are expected to be.
Computational simulation allows quantitative integration
of assumptions about underlying cognitive and biological
systems (Siegle and Hasselmo 2001) and was therefore
used to further specify hypotheses.

Using a Formal Model to Generate Predictions
Predictions for changes in fMRI scanner signal in response
to positive, negative, and neutral stimuli were made using
a computational neural network model of emotional infor-
mation processing disruptions in depression. A brief sum-
mary of the model, described more fully in other papers
(Siegle 1999; Siegle and Hasselmo 2001; Siegle and

Ingram 1997) follows. In neural network models, activation
spreads between connected nodes that loosely represent
populations of connected neurons. By systematically chang-
ing the strength of connections between these nodes, the
model can be made to associate incoming activity with
subsequent activity (or a response to a stimulus), and can thus
be said to learn associations. Our network was constructed to
identify emotional stimuli as positive, negative, or neutral,
based on physiologic models (LeDoux 1996). As shown in
Figure 1, stimuli (locally coded in the stimulus units) are
processed in parallel by units responsible for identifying
affective features (an analog of amygdala system functions)
and nonaffective features (an analog of hippocampal system
functions). Feedback occurs between these layers as a sim-
plified analog of feedback between these brain systems.
These layers project to units responsible for making decisions
about the information. Activity in the decision units inhibits
the emotional processing units, as an analog of the idea that
integrative cortical activity could inhibit amygdala process-
ing. Emotionality is encoded (trained) by strengthening
connections from input and nonaffective feature units to
affective feature units representing either a positive or nega-
tive valence. Personal relevance is encoded by the amount the
network is exposed to stimuli. More exposure yields en-
hanced connections between the affective and nonaffective

Figure 1. Model’s response to a non-personally relevant nega-
tive stimulus on a valence identification/Sternberg memory trial
pair. A computational neural network model of emotional infor-
mation processing in depression, and associated predictions for
amygdala activity. The model and depicted time-series are
described in the text.

Sustained Amygdala Activity in Depression 695BIOL PSYCHIATRY
2002;51:693–707



Quentin HuysHuman emotions SWC

Sticky aversive info

Siegle et al., 1999, 2002

cized, elaboration on the criticism rather than working
could result in poor job performance. To examine such
interference effects, depressed and never-depressed indi-
viduals completed tasks in which trials alternately required
emotional processing and nonemotional processing. A
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(a “valence identification task”) (Hill and Kemp-Wheeler
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processing task. This task involves showing participants
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processing trials.
Our basic hypothesis was that depressed individuals

would show more sustained activation in brain areas
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the emotion-processing trial, which would carry over into
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positive feedback between the hippocampal and amygdala
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to predict 1) whether these systems are expected to interact
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occur for all stimuli or just some as a result of relevant
disruptions, and 3) what the precise time course of relevant
changes in information processing are expected to be.
Computational simulation allows quantitative integration
of assumptions about underlying cognitive and biological
systems (Siegle and Hasselmo 2001) and was therefore
used to further specify hypotheses.

Using a Formal Model to Generate Predictions
Predictions for changes in fMRI scanner signal in response
to positive, negative, and neutral stimuli were made using
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mation processing disruptions in depression. A brief sum-
mary of the model, described more fully in other papers
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ing the strength of connections between these nodes, the
model can be made to associate incoming activity with
subsequent activity (or a response to a stimulus), and can thus
be said to learn associations. Our network was constructed to
identify emotional stimuli as positive, negative, or neutral,
based on physiologic models (LeDoux 1996). As shown in
Figure 1, stimuli (locally coded in the stimulus units) are
processed in parallel by units responsible for identifying
affective features (an analog of amygdala system functions)
and nonaffective features (an analog of hippocampal system
functions). Feedback occurs between these layers as a sim-
plified analog of feedback between these brain systems.
These layers project to units responsible for making decisions
about the information. Activity in the decision units inhibits
the emotional processing units, as an analog of the idea that
integrative cortical activity could inhibit amygdala process-
ing. Emotionality is encoded (trained) by strengthening
connections from input and nonaffective feature units to
affective feature units representing either a positive or nega-
tive valence. Personal relevance is encoded by the amount the
network is exposed to stimuli. More exposure yields en-
hanced connections between the affective and nonaffective

Figure 1. Model’s response to a non-personally relevant nega-
tive stimulus on a valence identification/Sternberg memory trial
pair. A computational neural network model of emotional infor-
mation processing in depression, and associated predictions for
amygdala activity. The model and depicted time-series are
described in the text.

Sustained Amygdala Activity in Depression 695BIOL PSYCHIATRY
2002;51:693–707

baseline (scan 1), is shown in Figure 2. To examine
valence related sustained processing, left and right amyg-
dala activity, summed over the last three scans, minus a
prestimulus (scan 1) baseline, was subjected to hierarchi-
cal regressions in which activation to negative stimuli was
the dependent variable. Activation to positive stimuli was
entered on the first step (R2left ! .02, R2right ! .13), and
group (depressed/never-depressed) was entered on the
second step ("R2left ! .31, "F(1,14) ! 6.6, p ! .022,
"R2right ! .24, "F(1,14) ! 5.1, p ! .04). Thus, analyses
suggest depressed individuals show greater bilateral sus-
tained amygdala activation for negative than positive
words compared with healthy controls.

WAS SUSTAINED AMYGDALA ACTIVITY STABLE?
To evaluate the stability of the sustained response, amyg-
dala activity for each subject, separately for each valence,
was fitted to an ex-gaussian waveform in which the height
of the peak and slope of the tail were allowed to vary. An
ex-gaussian is the sum of a gaussian (often used as an
approximation for a hemodynamic response) (Rajapakse
et al 1998) and a negative exponential curve, which
governs the slope of the right tail. The slope data were
subjected to group # personal relevance # valence split
plot ANOVAs. These revealed a three-way interaction for
the left amygdala (Greenhouse Geisser F(1.98,14)! 3.49,
p ! .04, $ 2 ! .18) driven by the depressed individuals’
particularly flat slopes for negative normed words (t(15)!

3.2, p ! .005), and no significant effects for right
amygdala.

Exploratory Analyses: Were There Other Areas
Reflecting Sustained Processing of Negative
Information by Depressed Individuals?
Exploratory analyses consisted of whole-brain voxel-by-
voxel ANOVAs (Carter et al 2000) using subject as a
random factor, and group, scan, valence, and personal
relevance as fixed factors. Random effects analysis per-
mits generalization of results at the population level and,
hence, is well suited to clinical studies. Voxels were
identified in which effects were detectable at p % .01,
corrected for multiple comparisons using a contiguity
threshold, and in which the response in scans 4–7 for
negative words versus positive and neutral words was
different for depressed and control individuals (restriction
at p % .1). Of particular interest, this analysis revealed
bilateral amygdala regions of interest (ROIs) and an
amygdala/hippocampal ROI that had time-series similar to
those presented above. These particles and associated time
series are shown in Figure 3. Table 1 lists the Tailerach
coordinates of all ROIs detected in this analysis. As shown
in the table, there were a number of other areas detected by
the analysis that are not discussed because analogs for
them were not included in the hypothesis-generating

Figure 3. Location and time courses for ANOVA derived
dorsolateral prefrontal cortex (DLPFC), amygdala and amygdala/
hippocampal regions of interest.

Figure 2. Time courses for traced right and left amygdala
regions of interest. The x axis in all graphs represents scan which
occurred 4 sec apart, for a total of 32 sec. The first 4 scans
occurred during an affective valence-identification trial. The last
4 scans occurred during a Sternberg memory trial. The y axis
represents mean the percent MR signal activity change from a
scan 1 baseline.

700 G.J. Siegle et alBIOL PSYCHIATRY
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processing task. This task involves showing participants
three numbers followed by a fourth number. Participants
were asked whether the fourth number was in the set of the
first three. The task was chosen because there is a wealth
of behavioral and psychophysiological data on it, as it
takes a few seconds to complete a trial in which stimuli are
being continuously presented, allowing detection of resid-
ual activity from the previous trial, and is easy enough that
depressed individuals would not get frustrated by the task.
“Affective interference” was operationalized as the degree
to which the affective content of the emotional stimulus
predicted brain activity on the subsequent nonemotional
processing trials.
Our basic hypothesis was that depressed individuals

would show more sustained activation in brain areas
responsible for recognizing emotional information during
the emotion-processing trial, which would carry over into
the subsequent nonemotional processing trial, leading to
more affective interference for depressed than never-
depressed individuals. Because the preceding theories
involve complex interacting systems of disruptions (e.g.,
positive feedback between the hippocampal and amygdala
systems, decreased inhibition of amygdala), it is difficult
to predict 1) whether these systems are expected to interact
nonlinearly, 2) whether sustained processing is expected to
occur for all stimuli or just some as a result of relevant
disruptions, and 3) what the precise time course of relevant
changes in information processing are expected to be.
Computational simulation allows quantitative integration
of assumptions about underlying cognitive and biological
systems (Siegle and Hasselmo 2001) and was therefore
used to further specify hypotheses.

Using a Formal Model to Generate Predictions
Predictions for changes in fMRI scanner signal in response
to positive, negative, and neutral stimuli were made using
a computational neural network model of emotional infor-
mation processing disruptions in depression. A brief sum-
mary of the model, described more fully in other papers
(Siegle 1999; Siegle and Hasselmo 2001; Siegle and

Ingram 1997) follows. In neural network models, activation
spreads between connected nodes that loosely represent
populations of connected neurons. By systematically chang-
ing the strength of connections between these nodes, the
model can be made to associate incoming activity with
subsequent activity (or a response to a stimulus), and can thus
be said to learn associations. Our network was constructed to
identify emotional stimuli as positive, negative, or neutral,
based on physiologic models (LeDoux 1996). As shown in
Figure 1, stimuli (locally coded in the stimulus units) are
processed in parallel by units responsible for identifying
affective features (an analog of amygdala system functions)
and nonaffective features (an analog of hippocampal system
functions). Feedback occurs between these layers as a sim-
plified analog of feedback between these brain systems.
These layers project to units responsible for making decisions
about the information. Activity in the decision units inhibits
the emotional processing units, as an analog of the idea that
integrative cortical activity could inhibit amygdala process-
ing. Emotionality is encoded (trained) by strengthening
connections from input and nonaffective feature units to
affective feature units representing either a positive or nega-
tive valence. Personal relevance is encoded by the amount the
network is exposed to stimuli. More exposure yields en-
hanced connections between the affective and nonaffective

Figure 1. Model’s response to a non-personally relevant nega-
tive stimulus on a valence identification/Sternberg memory trial
pair. A computational neural network model of emotional infor-
mation processing in depression, and associated predictions for
amygdala activity. The model and depicted time-series are
described in the text.
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baseline (scan 1), is shown in Figure 2. To examine
valence related sustained processing, left and right amyg-
dala activity, summed over the last three scans, minus a
prestimulus (scan 1) baseline, was subjected to hierarchi-
cal regressions in which activation to negative stimuli was
the dependent variable. Activation to positive stimuli was
entered on the first step (R2left ! .02, R2right ! .13), and
group (depressed/never-depressed) was entered on the
second step ("R2left ! .31, "F(1,14) ! 6.6, p ! .022,
"R2right ! .24, "F(1,14) ! 5.1, p ! .04). Thus, analyses
suggest depressed individuals show greater bilateral sus-
tained amygdala activation for negative than positive
words compared with healthy controls.

WAS SUSTAINED AMYGDALA ACTIVITY STABLE?
To evaluate the stability of the sustained response, amyg-
dala activity for each subject, separately for each valence,
was fitted to an ex-gaussian waveform in which the height
of the peak and slope of the tail were allowed to vary. An
ex-gaussian is the sum of a gaussian (often used as an
approximation for a hemodynamic response) (Rajapakse
et al 1998) and a negative exponential curve, which
governs the slope of the right tail. The slope data were
subjected to group # personal relevance # valence split
plot ANOVAs. These revealed a three-way interaction for
the left amygdala (Greenhouse Geisser F(1.98,14)! 3.49,
p ! .04, $ 2 ! .18) driven by the depressed individuals’
particularly flat slopes for negative normed words (t(15)!

3.2, p ! .005), and no significant effects for right
amygdala.

Exploratory Analyses: Were There Other Areas
Reflecting Sustained Processing of Negative
Information by Depressed Individuals?
Exploratory analyses consisted of whole-brain voxel-by-
voxel ANOVAs (Carter et al 2000) using subject as a
random factor, and group, scan, valence, and personal
relevance as fixed factors. Random effects analysis per-
mits generalization of results at the population level and,
hence, is well suited to clinical studies. Voxels were
identified in which effects were detectable at p % .01,
corrected for multiple comparisons using a contiguity
threshold, and in which the response in scans 4–7 for
negative words versus positive and neutral words was
different for depressed and control individuals (restriction
at p % .1). Of particular interest, this analysis revealed
bilateral amygdala regions of interest (ROIs) and an
amygdala/hippocampal ROI that had time-series similar to
those presented above. These particles and associated time
series are shown in Figure 3. Table 1 lists the Tailerach
coordinates of all ROIs detected in this analysis. As shown
in the table, there were a number of other areas detected by
the analysis that are not discussed because analogs for
them were not included in the hypothesis-generating

Figure 3. Location and time courses for ANOVA derived
dorsolateral prefrontal cortex (DLPFC), amygdala and amygdala/
hippocampal regions of interest.

Figure 2. Time courses for traced right and left amygdala
regions of interest. The x axis in all graphs represents scan which
occurred 4 sec apart, for a total of 32 sec. The first 4 scans
occurred during an affective valence-identification trial. The last
4 scans occurred during a Sternberg memory trial. The y axis
represents mean the percent MR signal activity change from a
scan 1 baseline.
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Maintaining positive affect

Heller et al., 2009

predicted that depressed patients will fail to sustain activity in
the striatum (including the NAcc) when up-regulating affect in
response to positive stimuli. To this end, we examined the
weighted Group ! Time interaction for the ‘‘enhance’’ vs.
‘‘suppress’’ contrast. Our initial analysis contrasted the ‘‘en-
hance’’ vs. ‘‘suppress’’ conditions for two reasons. First, this
contrast compares changes in activity across time in the condi-
tion which putatively causes the most positive affect with the
condition which causes the least positive affect. Second, con-
trasting the two active regulatory conditions accounts for the
cognitive load produced by volitional emotion regulation (24).
Our second prediction was that the deficit in sustaining engage-
ment of the NAcc will be more pronounced when depressed
patients were required to repeatedly regulate (or increase) their
positive affect. To do this, we conducted a similar Group ! Time
analysis using the ‘‘enhance’’ vs. ‘‘attend’’ contrast. The third
prediction was that individual differences in the ability to sustain
activity in reward related regions would predict overall self-
reported positive affect acquired outside the scanner. The fourth

prediction was that the inability to sustain engagement of the
NAcc would be related to attenuated connectivity between the
NAcc and PFC.

Results
Depressed Individuals Fail to Sustain NAcc Activation When Amplify-
ing Positive Affect. We first examined whether individuals with
depression showed an inability to sustain activity in reward-related
regions across the scan session when attempting to up-regulate
positive affect. Supporting the failure to sustain positive affect
hypothesis of depression, we observed a significant weighted
group–by-time interaction (P " 0.05, corrected for multiple com-
parisons) in the NAcc (Fig. 1A; peak x, y, z: #9, 12, 0), such that the
depressed group showed a decrease in the ‘‘enhance’’ vs. ‘‘suppress’’
contrast during the second half of the scan session only; the control
group showed sustained activity in this region (Fig. 1C; Fig. 2).
Follow-up pairwise contrasts supported this. The groups differed
during the second half [t(43) $ 4.22; P " 0.001], but not during the
first half [t(43) $ 0.717; P $ 0.48]. In addition, the depressed group
showed a reduction in activity from first to second half [t(25) $ 3.09;
P $ 0.005], whereas the controls showed no change [t(18) $ #1.37;
P $ 0.18]. Other regions showing an effect included the left
insula/transverse temporal gyrus and right thalamus (see Table 1).*

Second, we examined the hypothesis that the deficit in sus-
taining engagement of the NAcc will be more pronounced when
depressed patients were required to repeatedly up-regulate their
positive affect. To do this, we assessed whether changes in the
NAcc cluster found in the first step showed a similar weighted
Group ! Time effect for the more conventional ‘‘enhance’’ vs.
‘‘attend’’ contrast. Indeed, this test was significant [F(1, 88) $ 8.56;
P $ 0.004], and follow up tests indicated a trend for the groups
differing during the second half [t(43) $ 1.74; P $ 0.089], but not
during the first half [t(43) $ 0.324; p $ 0.747]. In addition, the
depressed group showed a reduction in activity from first to
second half [t(25) $ 2.60; P $ 0.015], whereas the controls showed
no change [t(18) $ 4.64; P $ 0.65]. This indicates that this result

*Moreover, each of these effects remained significant after controlling for activity in the
NAcc cluster on the negative trials.

Fig. 2. Time courses of activation in nucleus accumbens ROI for controls and
depressed, first and second half of scan session for the ‘‘enhance,’’ ‘‘attend,’’ and
‘‘suppress’’ conditions. Gray box denotes regulation period.

Fig. 1. Activation in nucleus accumbens (NAcc) shows
specific decrease for individuals with depression. (A) De-
pressedshowaspecificdecrease fromfirst tosecondhalfof
scan session (P " 0.05 corrected;k % 50 voxels) in the NAcc.
(B) For depressed, less change in left NAcc activity is asso-
ciated with greater self-reported positive affect. (C) De-
pressed patients show a decrease in NAcc activity, across
time, in the Enhance vs. Suppress contrast. (D) Depressed
patients showadecrease inNAccactivity,across time, inthe
Enhance vs. Attend contrast (error bars, standard error of
mean).

22446 ! www.pnas.org"cgi"doi"10.1073"pnas.0910651106 Heller et al.
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Attributional style

‣ Hopeless attributions are a risk factor for 
developing depression
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were conducted in person, when possible; otherwise, interviews
were conducted via telephone. Interviews were tape-recorded,
providing an opportunity for independent tape reviews by other in-
terviewers. This allowed for the assessment of interrater reliability.

Operational definition of prodromal, acute, and residual
phases and symptoms. In this study, the acute phase was
marked by meeting diagnostic criteria for a DSM–IV major de-
pressive episode or RDC criteria for a major or minor episode of
depression, and ended when these diagnostic criteria were no
longer met. Consistent with prior investigations, a symptom was
identified as prodromal if it appeared at any time before the acute
phase and remained consistently present into the acute phase.
Accordingly, the prodromal phase was operationally defined as the
period of time before the acute phase during which at least one
symptom was continuously present. A symptom that was present
at any time during the acute phase and continued beyond the
acute phase was identified as a residual symptom. The residual
phase was operationally defined as the period of time after the
acute phase during which at least one symptom from the acute
phase remained.

For 14 episodes of depression analyzed in this study, residual
symptoms remained consistently into the next episode. In such
cases, the residual symptom(s) that consistently remained into the
subsequent episode were considered to also represent prodromal
symptoms of the next episode, and the halfway point between
episodes was designated as the end of the residual phase for
Episode 1 and the beginning of the prodromal phase for Episode 2.
This was admittedly an imprecise method for distinguishing resid-
ual versus prodromal symptoms and phases in these cases. How-
ever, it is noteworthy that this happened in only a small subsample
of participants (14 episodes out of the larger sample of 331
episodes), so we do not believe that these symptoms significantly
alter any of our analyses given the much larger overall sample size.

Results

Table 3 provided the frequency of appearance of each SADS
symptom in the prodromal and residual phases across the sample
of 331 episodes of depression.

Initial Analyses

To support the existence and relevance of the prodromal phase
of a depressive episode, the number of SADS-C symptoms present
immediately before and leading into the acute phase of a depres-
sive episode for 60 CVD participants who experienced a depres-
sive episode was compared, using a t test, with the number of
slight or clinically significant SADS-C symptoms present during
the corresponding period of time for the 60 matched participants
without a depressive episode. Table 2 provides the demographic
and cognitive risk characteristics of the 60 depressed CVD partic-
ipants and the 60 matched, nondepressed participants.

Congruent with the hypothesis, depressed participants had a
significantly greater number of symptoms during the prodromal
period than nondepressed, matched participants (M ! 3.46 vs. 1.40
symptoms), t(118) ! "2.043, p # .043. Furthermore, we con-
ducted chi-square analyses to identify symptoms significantly
more likely to be present during the prodromal period among the
depressed participants than among the nondepressed participants.

To adjust for multiple testing, only results with p # .01 were
regarded as significant. These analyses identified seven symptoms:
depressed mood, $2(1, N ! 120) ! 6.992, p # .008; decreased
interest in or pleasure from activities, $2(1, N ! 120) ! 6.602, p #
.01; decreased concentration, $2(1, N ! 120) ! 6.755, p # .009;
hopelessness, $2(1, N ! 120) ! 8.818, p # .003; worrying/
brooding, $2(1, N ! 120) ! 7.500, p # .006; decreased self-
esteem, $2(1, N ! 120) ! 8.100, p # .004; and irritability, $2(1,
N ! 120) ! 6.600, p # .01.

Hypothesis 1

To test the hypothesis that individuals would display similar
prodromal and residual symptom profiles for a given episode of
depression, the prodromal and residual symptom profiles for each
individual in the study, for each of 331 episodes of depression
experienced, were compared by calculating Cohen’s kappa (%;
Cohen, 1960). Cohen’s kappa, a measure of homogeneity or agree-
ment across rating periods that adjusts for the magnitude of agree-
ment expected by chance, was calculated on the basis of the
presence or absence of the 29 SADS-C depression symptoms in
each episode’s prodromal and residual phases. Such an analytic
strategy has been used previously in studies of the concordance of
symptoms present during episodes of depression (e.g., Young et
al., 1990). Specifically, to assess the concordance of prodromal
and residual symptom occurrence for a given episode, the presence

Table 3
Frequency of Symptom Presentation in the Prodromal and
Residual Phases (N ! 331 Episodes)

Symptom
Prodromal
frequency

Residual
frequency

Depressed mood 95 79
Decreased appetite 42 40
Weight loss 13 12
Increased appetite 10 12
Weight gain 20 17
Initial insomnia 29 30
Middle insomnia 13 10
Early waking 11 14
Hypersomnia 23 22
Decreased energy 38 35
Decreased interest or pleasure 82 75
Self-blame 51 55
Decreased concentration 78 75
Indecision 6 8
Suicidality 6 5
Psychomotor agitation 6 5
Psychomotor retardation 10 7
Crying more frequently 34 31
Inability to cry 4 2
Hopelessness 195 201
Worrying/Brooding 104 118
Decreased self-esteem 195 199
Irritability 85 72
Dependency 45 46
Self-pity 24 28
Somatic complaints 5 4
Decreased effectiveness 38 37
Helplessness 35 28
Decreased initiation of voluntary

responses 19 23

463PRODROMAL SYMPTOMS OF DEPRESSION

Iacoviello et al., 2010
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Implicit vs explicit attributions

Haeffel et al., 2007, Haeffel 2011

‣ Acute consequence 
• implicit: IAT self-worth 
• explicit: CSQ

implicit and explicit measures (e.g. Bosson, Swann, & Pennebaker, 2000; Devine, 1989; Greenwald &
Farnham, 2000) and suggests that the measures are tapping distinct constructs.

Study 2: Longitudinal

Method

Participants
Participants were 261 unselected undergraduates from the Introductory to Psychology participant pool at

the University of Wisconsin-Madison. Participants were recruited through a volunteer folder sign-up
procedure and were given extra credit points for their participation. A total of 251 (167 women, 84 men)
participants (mean age ¼ 18.67) completed both the T1 and T2 assessments. There were no significant
differences on any T1 measures between participants who completed both assessments and those who did not
complete the T2 assessment (n ¼ 10).

Materials
The measures used in this study were the same as those used in Study 1 with two exceptions: (1) we did not

include the Distress Scale, and (2) we included a measure of stressful life events—the Acute Life Events
Questionnaire.

Acute Life Events Questionnaire (ALEQ). A modified Life Events Questionnaire (Needles & Abramson,
1990) was used to assess naturally occurring acute stressful life events important to college students. Items
assessed a broad range of life events from school/achievement to interpersonal/romantic. Participants were
instructed to indicate which of the negative life events had occurred to them over the previous 5 weeks (i.e., the
time since their first assessment). To aid accurate recall, participants were given calendars with the 5-week
interval highlighted. The calendar included the dates of school-related activities and holidays to create
memory ‘‘anchors’’ that would help students determine whether particular life events occurred during the
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‣ Chronic consequence
• @ 5 weeks only CSQ 

survives to predict BDI 
response to acute life 
stressor

Results

Hypothesis 1: Primary Analyses

We hypothesized that the relationship between cognitive
vulnerability and event-specific negative inferences for a

poor midterm grade would significantly strengthen over the

prospective interval. To test this hypothesis, we first exam-
ined the bivariate correlation of cognitive vulnerability

(CSQ achievement subscale score) and event-specific neg-

ative inferences (PIQ score) at three time points—day 1, day
3, and day 7. As can be seen in Fig. 2, results were consistent

with hypotheses. The correlation between cognitive vul-

nerability and event-specific negative inferences score grew
from .57 on day 1 to .72 on day 7. As expected, the increase

in magnitude of the correlation coefficient from day 1 to day

7 was statistically significant, Z = -2.26, P = .02 (coeffi-
cients were compared using the statistical method recom-

mended by Meng et al. 1992).1 This pattern of results was

found for both men and women.
To more precisely determine how the association

between cognitive vulnerability and event-specific infer-

ences changed over time, we categorized participants
(using median split) into high-vulnerable and low-vulner-

able groups as determined by their baseline CSQ

achievement scale score. We then graphed the PIQ scores
for the two groups over the prospective interval. Consistent

with predictions and confirming our initial analysis, results
showed that event-specific inferences generated by high

vulnerable individuals grew more negative over time

whereas the event-specific inferences of low vulnerable
individuals became less negative over time (see Fig. 3).

Hypothesis 1: Secondary Analyses

We used a hierarchical multiple regression analysis (Cohen

et al. 2003) to further corroborate the initial results. Cog-
nitive vulnerability (CSQ achievement subscale score)

served as the dependent variable. The independent vari-

ables were event-specific negative inference (PIQ) scores
at the three time points. The three event-specific negative

inferences scores (day 1, day 3, and day 7) were stepped

into the regression equation to determine whether their
relationship with cognitive vulnerability increased incre-

mentally over time. Consistent with hypotheses, results

showed a statistically significant increase in the shared
variance between cognitive vulnerability and event-specific

negative inferences at each day of the prospective interval,

change in R2 from day 1 to day 3 = .24, P = .001; change
in R2 from day 3 to day 7 = .12, P = .008 (day 1

R2 = .20; day 3 R2 = .44; day 7 R2 = .57). The results

held if gender and baseline level of depressive symptoms
were used as covariates.

Taken together, analyses show that an individual’s

event-specific inferences for a poor midterm grade change
over time to be more consistent with his or her cognitive

vulnerability level. However, it is important to rule out the
possibility that depressive symptoms, as opposed to cog-

nitive vulnerability level, accounted for the changes in

event-specific negative inferences over time. We used
hierarchical multiple regression procedures (Cohen et al.

2003) to rule-out this alternative hypothesis. The dependent

variable was level of event-specific negative inferences at
day 7 (day 7 PIQ). Level of event-specific negative

Fig. 2 Correlation between cognitive vulnerability (CSQ achieve-
ment subscale score) and event-specific negative inferences (PIQ
score) as a function of time

Fig. 3 Event-specific inference score as a function of cognitive
vulnerability level (high versus low CSQ achievement subscale score)

1 Meng’s approach is used for a single sample of participants where
each correlation is between a common variable (in this case, the CSQ
at baseline) and two different variables (in this case, the PIQ at time 1
and PIQ at time 7).

Cogn Ther Res (2011) 35:285–292 289

123

‣ Evolution over time



Quentin HuysHuman emotions SWC

Implicit vs explicit attributions

Haeffel et al., 2007, Haeffel 2011

‣ Acute consequence 
• implicit: IAT self-worth 
• explicit: CSQ

implicit and explicit measures (e.g. Bosson, Swann, & Pennebaker, 2000; Devine, 1989; Greenwald &
Farnham, 2000) and suggests that the measures are tapping distinct constructs.

Study 2: Longitudinal

Method

Participants
Participants were 261 unselected undergraduates from the Introductory to Psychology participant pool at

the University of Wisconsin-Madison. Participants were recruited through a volunteer folder sign-up
procedure and were given extra credit points for their participation. A total of 251 (167 women, 84 men)
participants (mean age ¼ 18.67) completed both the T1 and T2 assessments. There were no significant
differences on any T1 measures between participants who completed both assessments and those who did not
complete the T2 assessment (n ¼ 10).

Materials
The measures used in this study were the same as those used in Study 1 with two exceptions: (1) we did not

include the Distress Scale, and (2) we included a measure of stressful life events—the Acute Life Events
Questionnaire.

Acute Life Events Questionnaire (ALEQ). A modified Life Events Questionnaire (Needles & Abramson,
1990) was used to assess naturally occurring acute stressful life events important to college students. Items
assessed a broad range of life events from school/achievement to interpersonal/romantic. Participants were
instructed to indicate which of the negative life events had occurred to them over the previous 5 weeks (i.e., the
time since their first assessment). To aid accurate recall, participants were given calendars with the 5-week
interval highlighted. The calendar included the dates of school-related activities and holidays to create
memory ‘‘anchors’’ that would help students determine whether particular life events occurred during the
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‣ Chronic consequence
• @ 5 weeks only CSQ 

survives to predict BDI 
response to acute life 
stressor

• -> explicit interpretations determine long-term outcome
• -> both implicit and explicit determine immediate outcome

Results

Hypothesis 1: Primary Analyses

We hypothesized that the relationship between cognitive
vulnerability and event-specific negative inferences for a

poor midterm grade would significantly strengthen over the

prospective interval. To test this hypothesis, we first exam-
ined the bivariate correlation of cognitive vulnerability

(CSQ achievement subscale score) and event-specific neg-

ative inferences (PIQ score) at three time points—day 1, day
3, and day 7. As can be seen in Fig. 2, results were consistent

with hypotheses. The correlation between cognitive vul-

nerability and event-specific negative inferences score grew
from .57 on day 1 to .72 on day 7. As expected, the increase

in magnitude of the correlation coefficient from day 1 to day

7 was statistically significant, Z = -2.26, P = .02 (coeffi-
cients were compared using the statistical method recom-

mended by Meng et al. 1992).1 This pattern of results was

found for both men and women.
To more precisely determine how the association

between cognitive vulnerability and event-specific infer-

ences changed over time, we categorized participants
(using median split) into high-vulnerable and low-vulner-

able groups as determined by their baseline CSQ

achievement scale score. We then graphed the PIQ scores
for the two groups over the prospective interval. Consistent

with predictions and confirming our initial analysis, results
showed that event-specific inferences generated by high

vulnerable individuals grew more negative over time

whereas the event-specific inferences of low vulnerable
individuals became less negative over time (see Fig. 3).

Hypothesis 1: Secondary Analyses

We used a hierarchical multiple regression analysis (Cohen

et al. 2003) to further corroborate the initial results. Cog-
nitive vulnerability (CSQ achievement subscale score)

served as the dependent variable. The independent vari-

ables were event-specific negative inference (PIQ) scores
at the three time points. The three event-specific negative

inferences scores (day 1, day 3, and day 7) were stepped

into the regression equation to determine whether their
relationship with cognitive vulnerability increased incre-

mentally over time. Consistent with hypotheses, results

showed a statistically significant increase in the shared
variance between cognitive vulnerability and event-specific

negative inferences at each day of the prospective interval,

change in R2 from day 1 to day 3 = .24, P = .001; change
in R2 from day 3 to day 7 = .12, P = .008 (day 1

R2 = .20; day 3 R2 = .44; day 7 R2 = .57). The results

held if gender and baseline level of depressive symptoms
were used as covariates.

Taken together, analyses show that an individual’s

event-specific inferences for a poor midterm grade change
over time to be more consistent with his or her cognitive

vulnerability level. However, it is important to rule out the
possibility that depressive symptoms, as opposed to cog-

nitive vulnerability level, accounted for the changes in

event-specific negative inferences over time. We used
hierarchical multiple regression procedures (Cohen et al.

2003) to rule-out this alternative hypothesis. The dependent

variable was level of event-specific negative inferences at
day 7 (day 7 PIQ). Level of event-specific negative

Fig. 2 Correlation between cognitive vulnerability (CSQ achieve-
ment subscale score) and event-specific negative inferences (PIQ
score) as a function of time

Fig. 3 Event-specific inference score as a function of cognitive
vulnerability level (high versus low CSQ achievement subscale score)

1 Meng’s approach is used for a single sample of participants where
each correlation is between a common variable (in this case, the CSQ
at baseline) and two different variables (in this case, the PIQ at time 1
and PIQ at time 7).
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Emotion regulation in depression

Milgram et al., 2018 Clin Psychol Sci

‣ Is effective - but less frequently used (Ehring et 
al., 2010).  

‣ Motivation to feel particular emotions is altered:
Motivations for Happiness or Sadness in Depression 9

period. Although we had no a priori predictions regard-
ing such mean-level changes, they may be linked to the 
fact that happiness promotes the tendency to seek 
enjoyment (Fredrickson, 1998), which may be counter-
productive as people prepare for exams. There was no 
Group × Assessment interaction, β = 0.04, t(201) = 0.43, 
SE = 0.10, p = .667, indicating that groups did not differ 
in how their motivation to experience happiness 
changed over time, and no significant effect of current 
happiness, β = 0.05, t(201) = 1.19, SE = 0.04, p = .236. 
We also found that the degree of motivation to experi-
ence happiness was fairly consistent across the lab and 
daily life assessments, as indicated by moderate positive 
correlations, .48 < r(102) < .52, ps < .001.7

To test for group differences and changes in motiva-
tion to experience sadness, we tested an identical model 
with motivation to experience sadness as the dependent 
variable. We entered group mean–centered current sad-
ness as a Level 1 predictor. Between-participants vari-
ance accounted for 45.7% of the variance, and 
within-participant variance accounted for 54.3% of the 
variance. The multilevel reliability estimate was 0.72. 
We report the final estimation of fixed effects with 
robust standard errors. There was a significant effect of 
group, β = 0.51, t(100) = 3.72, SE = 0.14, p < .001. Initially 
depressed participants were generally more motivated 
to experience sadness than initially nondepressed par-
ticipants. There was no significant effect for assessment, 
β = −0.01, t(201) = −0.47, SE = 0.03, p = .639, indicating 
that the motivation for sadness did not change signifi-
cantly over time. There was no Assessment × Group 
interaction, β = −0.09, t(201) = −1.29, SE = 0.07, p = .200, 
and no significant effect of current sadness, β = 0.06, 

t(201) = 1.46, SE = 0.04, p = .145. The degree of motiva-
tion to experience sadness was also fairly consistent 
across assessments inside and outside the laboratory, 
.47 < r(102) < .49, ps < .001.

These results support our first prediction, indicating 
that group differences in the degree of motivation to 
experience happiness and sadness remained stable 
over time. Figure 1 depicts the means of motivations 
to experience happiness and sadness among initially 
depressed participants and nondepressed participants 
in the three assessments. Both initially depressed par-
ticipants and nondepressed participants were more 
motivated to feel happy than sad and reported high 
levels of motivation to experience happiness and low 
levels of motivation to experience sadness. However, 
we observed a stable and significant difference between 
groups in the degree of their motivation to experience 
happiness and sadness in each of the assessments,  
ts > 2.49, p < .015.

Do initially depressed individuals 
and nondepressed individuals differ 
in how much they try to regulate their 
emotions in a controlled emotion 
regulation task?

To test whether initially depressed individuals and non-
depressed individuals differed in the direction in which 
they chose to employ reappraisal in response to happy 
images, we conducted an independent-samples t test, with 
group (depressed, nondepressed) as the independent 
variable and percentage of choices to upregulate 
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Fig. 1. Motivation to experience happiness and sadness among initially depressed participants and 
nondepressed participants in the lab, during the semester, and during the exam period. Error bars refer 
to ±1 SEM. There was a significant difference (p < .05) between depressed and nondepressed partici-
pants for all comparisons in this graph.
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Human emotions

‣ Innate “affective” behavioural reflexes exist in 
humans 
• Relate to mental health 
‣ But: emotions are not “emotional reflexes” 

• Facial expression, recognition 
• Physiological variability 
• Neural representations 
‣ Have an important interoceptive component 
‣ Are extremely variable 
‣ Depend fundamentally on interpretation - on the 

“model” we build of our world and how we 
choose to sample it - “metareasoning”


